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Abstract

We consider correlation functions of the form 〈vac|O|vac〉′, where |vac〉 is the vacuum eigen-

state of an infinite antiferromagnetic XXZ chain, |vac〉′ is the vacuum eigenstate of an infinite

XXZ chain which is split in two, and O is a local operator. The Hamiltonian of the split chain

has no coupling between sites 1 and 0 and has a staggered magnetic field at these two sites; it

arises from a tensor product of left and right boundary transfer matrices. We find a simple,

exact expression for 〈vac|vac〉′ and an exact integral expression for general 〈vac|O|vac〉′ using

the vertex operator approach. We compute the integral when O = σz
1 and find a conjectural

expression that is analogous to the known formula for the XXZ spontaneous magnetisation

and reduces to it when the magnetic field is zero. We show that correlation functions obey a

boundary qKZ equation of a different level to the infinite XXZ chain with one boundary.

1 Introduction

The periodic XXZ chain is a quantum system with Hamiltonian

HXXZ = −1

2

N∑
j=1

(
σxj+1σ

x
j + σyj+1σ

y
j + ∆σzj+1σ

z
j

)
, (1.1)

where σαj denotes the Pauli matrix σα acting at the j’th site of the chain. We label our sites

from right to left and identify the N + 1’th site with the 1st site of the chain. This simple model

has been the subject of a huge amount of attention from the time of Bethe [1] until the present

day [2]. There are two main reasons for this interest. Firstly, the model is quantum integrable and

has proved to be both a source and test-bed for a set of theoretical techniques applicable to such

systems. These approaches include the Bethe Ansatz, quantum inverse scattering [3], the corner

transfer matrix and Q operator [4], quantum field theory [5], quantum groups [6,7] and the vertex

operator approach [8,9]. Secondly, the XXZ model is of physical interest; it was developed as an

idealised model of ferromagnetic systems and has recently found direct experimental realisation

in a range of quasi-one-dimensional materials [10–12]. The Hamiltonian has also made a guest

appearance in N = 4 super Yang Mills theory in the last decade [13].
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One of the key goals of all the theoretical work on the XXZ chain has been to exploit its

quantum integrability in order to compute exact expressions for correlation functions. This goal

was finally achieved for the infinite lattice in the 1990s. Two independent approaches were

developed. The first was invented by the Kyoto group and deals with the infinite system with

antiferromagnetic boundary conditions [8, 9]. In this case, the Hamiltonian commutes with the

action of the quantum affine algebra Uq
(
ŝl2
)
. This observation ultimately allowed the Kyoto group

to produce an entirely representation theoretic expression for arbitrary correlation functions.

We will refer to the techniques of the Kyoto group as the ‘vertex operator approach’. The

second approach, developed by the Lyon group, involved a direct Bethe-Ansatz computation of

correlation functions for the finite-size system and a careful thermodynamic limit [14,15].

In this paper, we study the XXZ model in a setting that we refer to as a fractured XXZ chain.

We consider the eigenstates of two separate Hamiltonia. The first Hamiltonian is simply the

infinite-size antiferromagnetic Hamiltonian

H = −1

2

∑
j∈Z

(
σxj+1σ

x
j + σyj+1σ

y
j + ∆σzj+1σ

z
j

)
, ∆ =

q + q−1

2
, −1 < q < 0,

that acts on the space with antiferromagnetic boundary conditions +−+−+− or −+−+−+

at plus and minus infinity (we use + and − to refer to two eigenstates of σz - see Section 2

for a more precise definition of this space). This Hamiltonian is the one already dealt with by

the Kyoto group and we simply recall the results that we need. In particular, labelling the two

antiferromagnetic boundary conditions by i = 0 and i = 1, we make use of the two corresponding

lowest energy eigenstates |vac〉(i) constructed in [9]. The second Hamiltonian we consider, which

acts on the same space as above, is a split Hamiltonian

H ′ = HL +HR,

where the left and right Hamiltonia are

HL = −1

2

∑
j≥1

(
σxj+1σ

x
j + σyj+1σ

y
j + ∆σzj+1σ

z
j

)
+ hσz1 ,

HR = −1

2

∑
j≤0

(
σxj σ

x
j−1 + σyj σ

y
j−1 + ∆σzjσ

z
j−1

)
− hσz0 .

With this Hamiltonian, there is split or fracture between the sites at position 1 and 0, with no

nearest-neighbour interaction between them. There is also a staggered magnetic field h that acts

at the boundaries of the fracture. Let us label the vacuum of H ′ by |vac〉′(i). This state will of

course be simply a tensor product of the respective lowest eigenstates of HL and HR.

The key results of this paper are exact expressions for

(i)〈vac|vac〉′(i), (1.2)

and for all correlation functions of the form

(i)〈vac|O|vac〉′(i), (1.3)
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where O is any local operator. We obtain these expression by developing the vertex operator

approach.

There are several reasons why we look at the matrix elements (1.2) and (1.3) for this system.

Firstly, they are ‘natural’ objects to consider in the language of the related 6-vertex model.

We shall develop this point of view throughout the paper, but in brief, the matrix element

(i)〈vac|vac〉′(i) is related to the partition function of the infinite lattice shown in Figure 2. As such,

it can be expressed as a matrix element of two boundary, and two bulk corner transfer matrices

representing the four quadrants of the lattice. Corner transfer matrices of both boundary and

bulk types have been considered previously in the vertex operator approach [9,16], and it is very

natural to put the two types together to form the fractured partition function of Figure 2.

The second motivation for our interest in these fractured systems is their potential physical

significance. One application is in the description of a local quantum quench in which a spin chain

that consists of two separated domains for time t < 0 is joined at time t = 0. Such local quenches

have been investigated using conformal field theory techniques in [17–20]. In such a context, the

squared modulus of the overlap 〈vac|vac〉′, which we compute exactly, is referred to as the fidelity

and plays a role in understanding the dynamical behaviour of quantum entanglement [20,21].

A final reason for our interest in this fractured geometry is the potential connection with

existing work on two-dimensional models on a wedge of angle α. Both massless and massive

systems have been considered in such wedge geometries in [22, 23] and [24], and there exists the

possibility of establishing a relation with our work when α→ 2π.

In this paper we construct the matrix element (i)〈vac|O|vac〉′(i) as a specialisation of a function

P (i)(ζ1, ζ2, · · · , ζN ) defined as a matrix element of a product of vertex operators. We find that

P (i)(ζ1, ζ2, · · · , ζN ) satisfies a boundary qKZ equation similar to the form found in [16], but at

a different level. We use a free-field realisation to derive a general multiple-integral expression

for P (i)(ζ1, ζ2, · · · , ζN ). Specialising to the case of the magnetisation, corresponding to the choice

O = σz1 , we integrate the resulting expression to produce a q-expansion to order q96. Based on

this expansion we make the following conjecture for the exact expression

− (0)〈vac|σz1 |vac〉′(0) = 1 + 2(1− r)
∞∑
n=1

(−q2)n

(1− rq4n)
, (1.4)

where −1 ≤ r ≤ 1 is related to the magnetic field h ≥ 0 by

h =
(q2 − 1)

4q

1 + r

1− r .

Note that r = −1 corresponds to the magnetic field h = 0 and r = 1 corresponds to h =∞. Thus

we have the special cases

− (0)〈vac|σz1 |vac〉′(0) =


1 + 4

∞∑
n=1

(−q2)n

(1+q4n)
= (q2;q2)2∞

(−q2;q2)2∞
, h = 0,

1, h =∞
.

The first expression coincides with the known bulk spontaneous magnetisation [4]. We argue that

this result and the h = ∞ limit are as physically expected. We also make some observations

about the special nature of the point r = 0.
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The contents of the paper are as follows: in Section 2, we provide the definition of the model.

In Section 3, we describe the realisation of the model within the vertex operator approach. We

construct the vacuum and excited eigenstates for the two Hamiltonia H and H ′ and give a vertex

operator expression for correlation functions. We then demonstrate how these same correlation

function expressions arise from a corner transfer matrix approach. We go on to show that the

correlation functions obey a version of the boundary qKZ equation. In Section 4, we make use of

the free-field realisation to produce a general integral formula for correlation functions and show

how its specialisation leads to the result (1.4). Finally, we summarise and make some concluding

comments in Section 5.

2 The Model

In this section, we define our fractured XXZ/6-vertex model. All conventions closely follow those

of the previous work on the vertex operator approach to the bulk [8, 9] and boundary [16, 25]

XXZ models. Our starting point is to consider a vertex model defined in terms of the bulk and

boundary Boltzmann weights R(ζ) and K(ζ; r) defined in [25] and reproduced in Appendix A.

For convenience, we also define K•(ζ) = K(ζ; r) and K◦(ζ) = K(−q−1ζ−1; r). Let V be the

two-dimensional space V = Cv+ ⊕ Cv−. The finite-lattice bulk and boundary transfer matrices

are then operators V ⊗N → V ⊗N defined by

T fin(ζ) = TrV0 (T (ζ)) ,

and T finB (ζ) = TrV0(K◦(ζ)T −1(ζ−1)K•(ζ)T (ζ)), (2.1)

where T (ζ) = R01(ζ)R02(ζ) · · ·R0N (ζ) ∈ End(V0 ⊗ VN ⊗ · · · ⊗ V1).

The boundary transfer matrix T finB (ζ) [26] is represented by Figure 1, in which we make use of

the pictorial conventions of Appendix A. We view this and other transfer matrices in this paper

as acting in a downwards direction.

1 1 1 1

ζ

ζ−1

Figure 1: The Transfer Matrix T finB (ζ)
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The two transfer matrices are related to bulk and boundary Hamiltonia Hfin and Hfin
B by

Hfin := −1

2

N∑
j=1

(
σxj+1σ

x
j + σyj+1σ

y
j + ∆σzj+1σ

z
j

)
(2.2)

=
1− q2

2q

d

dζ
log T fin(ζ)|ζ=1 + constant,

Hfin
B := −1

2

N−1∑
j=1

(
σxj+1σ

x
j + σyj+1σ

y
j + ∆σzj+1σ

z
j

)
+ hσz1 − hσzN (2.3)

=
1− q2

4q

d

dζ
T finB (ζ)|ζ=1 + constant,

where h =
(q2 − 1)

4q

1 + r

1− r . (2.4)

The partition function of interest to us is the infinite-lattice limit of the one shown in Figure

2. We specify two different boundary conditions which we label by i = 0 and i = 1. For i = 0,

ζ

ζ

ζ

ζ

ζ

ζ

ζ−1

ζ−1

1 1 1 1 1 1 1 1

ζ

ζ−1

ζ

ζ−1

Figure 2: The Partition Function of the Fractured Model

the partition function is the sum over spin configurations of Figure 2 that are fixed at finite but

arbitrarily large distances from the centre of the lattice to the ground state shown in Figure 3.

For i = 1, the configurations are restricted by the corresponding ground-state with +↔ −.

A key feature of the vertex operator approach is that it formulates such partition functions in

terms of operators that act on the half-infinite left and right vector spaces H(i)
L and H(i)

R defined

by

H(i)
L = Span{· · · ⊗ vε(2) ⊗ vε(1)|ε(n) = (−1)n+i, n� 0},
H(i)
R = Span{vε(0) ⊗ vε(−1) ⊗ · · · |ε(n) = (−1)n+i, n� 0}.

If we identify a dual vector v∗± with v∓, then we can identify H(i)
R with H∗(i)L . The full horizontal

space associated with the partition function of Figure 2 is

F (i) = H(i)
L ⊗H

(i)
R ' H

(i)
L ⊗H

∗(i)
L ' End(H(i)

L ). (2.5)
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Figure 3: The i = 0 Ground State

There are then two different horizontal transfer matrices associated with the partition function

represented by Figure 2: the bulk transfer matrix T (ζ) : F (i) → F (1−i) of Figure 4 associated

with the lower half of Figure 2; and the transfer matrix T ′(ζ) : F (i) → F (i) of Figure 5 associated

with the upper half. We can clearly write T ′(ζ) as the tensor product T ′(ζ) = TL(ζ)⊗ TR(ζ) of

the left and right transfer matrices TL,R(ζ) : H(i)
L,R → H

(i)
L,R shown in Figure 5.

ζ

11111111

· · · · · ·

Figure 4: The Bulk Transfer Matrix T (ζ)

1 1 1

ζ

ζ−1

1 1 1 1

ζ

ζ−1

· · ·

· · ·

· · ·

· · ·

Figure 5: The Fracture Transfer Matrix T ′(ζ) = TL(ζ)⊗ TR(ζ)

Differentiating these transfer matrices, using the explicit form of R(ζ), K◦(ζ) and K•(ζ) given

6



in Appendix A, gives the associated infinite-lattice Hamiltonia H,H ′ : F (i) → F (i) as follows:

H := −1

2

∑
j∈Z

(
σxj+1σ

x
j + σyj+1σ

y
j + ∆σzj+1σ

z
j

)
(2.6)

=
1− q2

2q

d

dζ
log T (ζ)|ζ=1 + constant, (2.7)

and H ′ := HL +HR, HL,R : H(i)
L,R → H

(i)
L,R,

with HL := −1

2

∑
j≥1

(
σxj+1σ

x
j + σyj+1σ

y
j + ∆σzj+1σ

z
j

)
+ hσz1 , (2.8)

and HR = −1

2

∑
j≤0

(
σxj σ

x
j−1 + σyj σ

y
j−1 + ∆σzjσ

z
j−1

)
− hσz0 , (2.9)

where H ′ =
1− q2

4q

d

dζ
T ′(ζ)|ζ=1 + constant. (2.10)

The first task in this paper is to diagonalise the Hamiltonia H and H ′. Fortunately, this task

has already been carried for both H and HL by using the vertex operator approach to the bulk [9]

and boundary [25] XXZ chains. It is then a simple matter to also diagonalise HR by relating

it to HL; we describe the eigenstates in the next section. Denoting the unique, lowest-energy

eigenstates of H and H ′ in the space F (i) by |vac〉(i) and |vac〉′(i), we can identify the value of the

matrix element (i)〈vac|vac〉′(i) with the partition function of Figure 2.

The other objects of interest for us are correlation functions of the form

(i)〈vac|Eεm (m)
ε′m

· · ·Eε2 (2)
ε′2

E
ε1 (1)
ε′1
|vac〉′(i),

where E
ε (j)
ε′ is the operator that acts at the j’th site of the lattice as

Eεε′(va) = δa,εvε′ . (2.11)

We identify this correlation function with the partition function of Figure 6 (shown for the case

m = 2), in which we sum over only those configurations with the indicated spins fixed to the

values (εm, · · · , ε2, ε1) and (ε′m, · · · , ε′2, ε′1). We again borrow the technology of the vertex operator

approach to the bulk and boundary XXZ chains in order to compute these correlation functions.

3 The Vertex Operator Approach

In this section, we describe the realisation of the objects F (i), T (ζ), T ′(ζ) and E
ε (j)
ε′ within the

vertex operator approach. We rely heavily on the previous papers [9, 16,25] and refer the reader

there for a fuller explanation.

3.1 Identification of Spaces and Operators

It is possible to define an action of the quantum affine algebra Uq
(
ŝl2
)

on the spaceH(i)
L by making

use of the infinite coproduct. The essence of the vertex operator approach is that with respect to

7



ζ

ζ

ζ

ζ

ζ

ζ

ζ−1

ζ−1

1 1 1 1 1 1 1 1

ζ

ζ−1

ζ

ζ−1

ε1

ε′1ε′2

ε2

Figure 6: The Correlation Function

this action it is possible to identify H(i)
L with the infinite-dimensional irreducible highest-weight

Uq
(
ŝl2
)

module V (Λi) - where Λ0,Λ1 are the fundamental weights. Similarly, the vector space

H(i)
R ' H

(i)∗
L can be upgraded to a dual Uq

(
ŝl2
)

module (see Chapter 7 of [9] for the meaning of

the ∗ in this case) and is identified with V (Λi)
∗. Thus, there is a Uq

(
ŝl2
)

identification

F (i) ' V (Λi)⊗ V (Λi)
∗ ' End(V (Λi). (3.1)

The right-hand isomorphism in (3.1) is given by identifying a⊗b∗ ∈ V (Λ)⊗V (Λi)
∗ with a×b∗(.) ∈

End(V (Λi)).

The next step is an identification of the half-infinite lattice transfer matrix which is shown in

Figure 7(a) and is a map from H(i)
L → H

(1−i)
L . This is identified in terms of a uniquely defined

ζ

1 1 1 1

· · ·

(c)

1 1 1 1

· · ·

(a)
1 1 1 1

· · ·

(b)

1 1 1 1

· · ·

(d)

ζ

ζζ

ε ε

εε

Figure 7: The Four Half-Infinite Transfer Matrices

Uq
(
ŝl2
)

map

Φ(ζ) : V (Λi)→ V (Λ1−i)⊗ Vζ ,

where Vζ is the principal evaluation module associated with the two-dimensional Uq(sl2) module

V = Cv+ ⊕ Cv− [9]. Components Φ±(ζ) of this ‘vertex operator’ Φ(ζ) are defined by

Φ(ζ)(a) =
∑
ε=+,−

Φε(ζ)(a)⊗ vε

8



and are vector-space maps V (Λi)→ V (Λ1−i). The associated transpose map V (Λi)
∗ → V (Λ1−i)

∗

is denoted by Φε(ζ)t. The left half-infinite transfer matrix of Figure 7(a) is then identified with

the operator Φε(ζ) : V (Λi) → V (Λ1−i), whereas the right half-infinite transfer matrix of Figure

7(b) is identified as Φ−ε(ζ)t : V (Λi)
∗ → V (Λ1−i)

∗ (both identifications are up to a normalisation

factor g
1
2 defined by Equation (4.3) below).

A dual vertex operator Φ∗(ζ) : V (Λi)⊗ Vζ → V (Λ1−i), its components Φ∗±(ζ), and transpose

Φ∗±(ζ)t are defined similarly in [9]. The two remaining half-infinite transfer matrices of Figure

7(c) and (d) are then identified as Φ∗ε(ζ) : V (Λi) → V (Λ1−i) and Φ∗−ε(ζ)t : V (Λi)
∗ → V (Λ1−i)

∗

respectively. In summary, the four half-infinite transfer matrices of Figure 7 are identified with

the four vertex operators

(a) g
1
2 Φε(ζ), (b) g

1
2 Φ−ε(ζ)t,

(c) g
1
2 Φ∗ε(ζ), (d) g

1
2 Φ∗−ε(ζ)t.

The half-infinite transfer matrices of Figure 7, and the reflection matrices K•(ζ) and K◦(ζ) are

the building blocks of both T (ζ) and T ′(ζ). Given the identifications of the previous paragraph,

it is then straightforward to read off the corresponding realisation of T (ζ) and T ′(ζ) of Figures 4

and 5 in the vertex operator approach. We have

T (ζ) = g
∑
ε

Φε(ζ)⊗ Φ−ε(ζ)t : V (Λi)⊗ V (Λi)
∗ → V (Λ1−i)⊗ V (Λ1−i)

∗, (3.2)

T ′(ζ) = TL(ζ)⊗ TR(ζ) : V (Λi)⊗ V (Λi)
∗ → V (Λi)⊗ V (Λi)

∗ (3.3)

where TL(ζ) = g
∑
ε,ε′

Φ∗ε′(ζ
−1)K ε

•ε′(ζ)Φε(ζ), (3.4)

and TR(ζ) = g
∑
ε,ε′

Φ∗−ε′(ζ
−1)tK ε′

◦ε (ζ)Φ−ε(ζ)t. (3.5)

The right transfer matrix TR(ζ) can be conveniently rewritten in terms of TL(ζ) by making use

of the property

K◦(ζ) = K•(−q−1ζ−1), (3.6)

and the fact that Φ∗ε(ζ) = Φ−ε(−q−1ζ). In this way, we obtain

TR(ζ) = TL(−q−1ζ−1)t.

Furthermore, TL(ζ) defined by (3.4) is simply the same as the boundary transfer matrix of [25],

there denoted by TB(ζ). It is shown in [25] that TB(−q−1ζ−1) = TB(ζ). Hence, in summary we

have

T ′(ζ) = TB(ζ)⊗ TB(ζ)t, where TB(ζ) = g
∑
ε,ε′

Φ∗ε′(ζ
−1)K ε

•ε′(ζ)Φε(ζ). (3.7)

9



3.2 Eigenstates

The eigenstates of the bulk transfer matrix T (ζ) were first found in the paper [8], and are presented

in the current notation in [9]. The form of the eigenstates is neatest if they are written in the space

End(V (Λi)) ' V (Λ) ⊗ V (Λi)
∗. The state |vac〉(i) is particularly simply and is just proportional

to (−q)D, where D is a Uq
(
ŝl2
)

derivation that defines a grading of V (Λi) given by D|Λi〉 = |Λi〉
on the highest weight state |Λi〉 ∈ V (Λi) and Dfj1fj2 · · · fjm |Λi〉 = mfj1fj2 · · · fjm |Λi〉 on a

descendant state produced by the action of Uq
(
ŝl2
)

generators f0 or f1. The inner product of

two states in End(V (Λi)) is defined in [9] by (f, g) = TrV (Λi)(f ◦ g), and the normalised vacuum

state is specified by

|vac〉(i) =
1

χ
1
2

(−q)D, with χ = TrV (Λi)

(
(−q)2D

)
=

1

(q2; q4)∞
, (3.8)

for which T (ζ)|vac〉(i) = |vac〉(1−i), and (i)〈vac|vac〉(i) =
1

χ
TrV (Λi)

(
(−q)2D

)
= 1.

We use the standard infinite-product notation

(a; b1, b2, · · · , bN )∞ =
∞∏

n1=0

· · ·
∞∏

nN=0

(1− a bn1
1 bn2

2 · · · bnN
N ).

Also, note that we use the term eigenstate loosely here: |vac〉(i) is only really an eigenstate of

T 2(ζ) because of the i → 1 − i shift above. It is however a genuine eigenstate of the XXZ

Hamiltonian H given in Equation (2.6).

Vacuum eigenstates |i〉B ∈ V (Λi) of the operator TB(ζ) in the space V (Λi) were constructed

in the paper [25]. They were found by solving the eigenstate condition

TB(ζ)|i〉B = Λ(i)(ζ)|i〉B,

where the function Λ(i)(ζ) is specified in Section 2 of [25]. This equation is solved by using the

free-field realisation of the module V (Λi). The dual vacuum state B〈i| was similarly found by

solving the condition

B〈i|TB(ζ) = Λ(i)(ζ)B〈i|.

Full details, some of which are restated in Appendix B of the current paper, can be found in [25].

In our fractured XXZ model, it is the operator T ′(ζ) = TB(ζ) ⊗ TB(ζ)t that we wish to

diagonalise. The form of this expression characterises T ′(ζ) as an operator on the space V (Λi)⊗
V (Λi)

∗; the associated action on an element f ∈ End(V (Λi)) is simply

T ′(ζ)(f) = TB(ζ) ◦ f ◦ TB(ζ).

Hence, we can immediately write down the normalised vacuum vector |vac〉′(i) of T ′(ζ) as

|vac〉′(i) =
1

B〈i|i〉B
|i〉BB〈i| ∈ End(V (Λi)),

10



or equivalently as

|vac〉′(i) =
1

B〈i|i〉B
|i〉B ⊗ B〈i| ∈ V (Λi)⊗ V (Λi)

∗.

We then have

T ′(ζ)|vac〉′(i) =
1

B〈i|i〉B
TB(ζ) |i〉BB〈i|TB(ζ) = (Λ(i)(ζ))2|vac〉′(i),

and (i)
′〈vac|vac〉′(i) =

1

(B〈i|i〉B)2 TrV (Λi

(
|i〉BB〈i|i〉BB〈i|

)
= 1.

The overlap between the bulk and fractured vacua |vac〉(i) and |vac〉′(i) is given by the following

expression:

(i)〈vac|vac〉′(i) =
1

χ
1
2B〈i|i〉B

TrV (Λi)

(
(−q)D|i〉B B〈i|

)
=

1

χ
1
2B〈i|i〉B

B〈i|(−q)D|i〉B.

In the next section we use the free-field realisation to compute this overlap as a function of the

magnetic-field parameter r.

Excited states of the bulk Hamiltonian H are constructed in the vertex operator picture

in [9]. The extra piece of technology required is new ‘type II’ vertex operators defined as suitably

normalised Uq
(
ŝl2
)

intertwiners:

Ψ∗(ξ) : Vξ ⊗ V (Λi)→ V (Λ1−i), Ψ(ξ) : V (Λi)→ Vξ ⊗ V (Λ1−i),

whose components Ψ∗±(ξ),Ψ±(ξ) are defined by

Ψ∗(ξ)(v± ⊗ a) = Ψ∗±(ξ)(a), Ψ(ξ)(a) =
∑
ε=±

(vε ⊗Ψε(ξ)(a)).

The key feature of these new vertex operators is that they quasi-commute with the ‘type I’ vertex

operators Φ±(ζ). Namely,

Φε(ζ)Ψ∗ε′(ξ) = τ(ζ/ξ)Ψ∗ε′(ξ)Φε(ζ), (3.9)

Ψε′(ξ)Φε(ζ) = τ(ζ/ξ)Φε(ζ)Ψε′(ξ), (3.10)

where τ(z) is the function

τ(z) =
1

z

(qz2; q4)∞(q3z−2; q4)∞
(qz−2; q4)∞(q3z2; q4)∞

.

It then follows from (3.2) and (3.9) that for f ∈ End(V (Λi)), we have

T (ζ)
(
ψ∗ε(ξ)f

)
= τ(ζ/ξ)ψ∗ε(ξ)T (ζ)

(
f
)
.

Thus all states of the form

ψ∗ε1(ξ1) · · ·ψ∗ε2m(ξ2m)|vac〉(i) ∈ End(V (Λi)),
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are eigenstates of T (ζ) with eigenvalue τ(ζ/ξ1) · · · τ(ζ/ξ2m). These states are conjectured to span

the space F (i) ' End(V (Λi)) in [9].

In the boundary case, it follows from the definition of TB(ζ) given by Equation (3.7) and from

Equation (3.9) that

TB(ζ)ψ∗ε1(ξ1) · · ·ψ∗ε2m(ξ2m)|i〉B = γ(ζ; ξ1, · · · , ξ2m)Λ(i)(ζ)ψ∗ε1(ξ1) · · ·ψ∗ε2m(ξ2m)|i〉B, (3.11)

where γ(ζ; ξ1, · · · , ξ2m) =
∏2m
n=1 τ(ζξ−1

n ) τ(ζ−1ξ−1
n ). In the context of the fractured model, in

addition to (3.11), we also have

B〈i|ψε2`(ξ2`) · · ·ψε1(ξ1)TB(ζ) = γ(ζ; ξ1, · · · , ξ2`)Λ
(i)(ζ)B〈i|ψε2`(ξ2`) · · ·ψε1(ξ1).

Thus a general excited state is of the form

1

B〈i|i〉B
ψ∗ε1(ξ1) · · ·ψ∗ε2m(ξ2m)|i〉BB〈i|ψε′2`(ξ

′
2`) · · ·ψε′1(ξ′1)

with T ′(ζ) eigenvalue given by

γ(ζ; ξ1, · · · , ξ2m) γ(ζ; ξ′1, · · · , ξ′2`) (Λ(i)(ζ))2.

3.3 Correlation Functions

The realisation of local operators E
ε (j)
ε′ (defined by Equation (2.11)) acting at the j’th site

of the lattice in terms of type I vertex operators is given in Section 9.1 of [9]. The product

E
εm(m)
ε′m

· · ·Eε2(2)
ε′2

E
ε1(1)
ε′1

is identified with the following operator on V (Λi)⊗ V (Λi)
∗:

gm
(

Φ−ε′1(−q−1)Φ−ε′2(−q−1) · · ·Φ−ε′m(−q−1) Φεm(1) · · ·Φε2(1)Φε1(1)⊗ I
)
. (3.12)

This realisation is the solution of the quantum inverse problem in the vertex operator picture.

Let us define (for N even) the following matrix element of vertex operators

P (i)(ζ1, ζ2, · · · , ζN ) =
1

(i)〈vac|vac〉′(i)
(i)〈vac|Φ(ζ1)Φ(ζ2) · · ·Φ(ζN )⊗ I|vac〉′(i), (3.13)

in which we are viewing the two vacuum states as a elements of V (Λi)⊗ V (Λi)
∗ and the product

of vertex operators acts on the space V (Λi). Using the realisation of the vacua as elements of

End(V (Λi)) given in the previous subsection yields the equivalent expression

P (i)(ζ1, ζ2, · · · , ζN ) =
1

B〈i|(−q)D|i〉B B〈i|(−q)DΦ(ζ1)Φ(ζ2) · · ·Φ(ζN )|i〉B. (3.14)

or in components:

P (i)(ζ1, ζ2, · · · , ζN )ε1,ε2,··· ,εm =
1

B〈i|(−q)D|i〉B B〈i|(−q)DΦε1(ζ1)Φε2(ζ2) · · ·ΦεN (ζN )|i〉B.

(3.15)

12



Using the solution of the quantum inverse problem given by (3.12), we then have the following

expression for correlation functions:

1

(i)〈vac|vac〉′(i) (i)

〈vac|Eεm(m)
ε′m

· · ·Eε2(2)
ε′2

E
ε1(1)
ε′1
|vac〉′(i) = gmP (i)(ζ1, ζ2, · · · , ζ2m)−ε′1,··· ,−ε′m,εm,··· ,ε1 ,

with the choice ζ1 = ζ2 = ... = ζm = −q−1, ζm+1 = ζm+2 = ... = ζ2m = 1. (3.16)

A general integral expression for P (i)(ζ1, ζ2, · · · , ζN )ε1,ε2,··· ,εN is given in Section 4 of this paper.

3.4 The Corner Transfer Matrix Approach

In Section 3.3, we have expressed correlation functions in terms of vertex operators via (3.16),

where P (i)(ζ1, ζ2, · · · , ζN ) is defined by (3.13). Using the definition of |vac〉(i) and |vac〉′(i) then

gives expression (3.14) for P (i)(ζ1, ζ2, · · · , ζN ) in terms of the boundary states |i〉B and the op-

erator (−q)D. While the the argument leading to (3.16) is hopefully clear - at least when sup-

plemented by the further details in [9, 25] - the reader might still be lacking a simple, intuitive

understanding of why correlation functions can be expressed via (3.15) and (3.16). Such an

understanding is provided by considering corner transfer matrices.

The idea of corner transfer matrices was introduced by Baxter, and their role in the vertex

operator approach is described for bulk models in [9] and for boundary models in [16]. In brief,

the 6-vertex model partition function which is associated with the Boltzmann sum over the

infinite lattice with antiferromagnetic boundary conditions, and is represented by Figure 8, can

be expressed as the trace of the product of four anticlockwise-acting corner transfer matrices

(CTMs) A
(i)
NW (ζ), A

(i)
SW (ζ), A

(i)
SE(ζ), A

(i)
NE(ζ) representing the four quadrants of the lattice thus:

Z
(i)
bulk = TrH(i)

L

(
A

(i)
NE(ζ)A

(i)
SE(ζ)A

(i)
SW (ζ)A

(i)
NW (ζ)

)
.

ζ

ζ

ζ

ζ

ζ

ζ

1 1 1 1 1 1 1

ζ

ζ

1

Figure 8: The Bulk Partition Function

The CTMs act on the half-spaces H(i)
L or H(i)

R as follows:

A
(i)
SW (ζ) : H(i)

L → H
(i)
L , A

(i)
SE(ζ) : H(i)

L → H
(i)
R , A

(i)
NE(ζ) : H(i)

R → H
(i)
R , A

(i)
NE(ζ) : H(i)

R → H
(i)
L .
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The remarkable property of corner transfer matrices discovered by Baxter is that in the infinite

lattice limit we have A(ζ) := A
(i)
SW (ζ) ∼ ζ−D, where D : H(i)

L → H
(i)
L is an operator with non-

negative integer eigenvalues and where ∼ indicates equality up to a normalisation factor in this

limit. We use the same notation D as for the Uq
(
ŝl2
)

derivation because we shall identify the

two objects. The crossing symmetry of the 6-vertex R-matrix given by (A.2) then allows us

to relate the other three CTMs to A(ζ) thus: A
(i)
SE(ζ) = SA(−q−1ζ−1), A

(i)
NE(ζ) = SA(ζ)S,

A
(i)
NW (ζ) = A(−q−1ζ−1)S, where S = · · ·σx ⊗ σx. Hence, we have

Z
(i)
bulk ∼ TrH(i)

L

(
(−q)2D

)
.

The boundary partition function Z
(i)
boundary considered in [16, 25] is represented by Figure 9.

The modified CTMs associated with this model were considered in detail in [16]. The NW and

ζ

ζ

ζ

ζ

ζ−1

ζ−1

1 1 1 1

ζ−1

ζ−1

Figure 9: The Boundary Partition Function

SW CTMs of Figure 9 were there labelled A
(i)
NW (ζ, 1) and A

(i)
SW (ζ, 1), and the upper-boundary

and dual lower-boundary states were denoted by |B; ζ〉(i) and (i)〈B; ζ| (the implicit ζ dependence

was suppressed in [16]). In this boundary case we therefore have

Z
(i)
boundary = (i)〈B; ζ|A(i)

SW (ζ, 1)A
(i)
NW (ζ, 1)|B; ζ〉(i).

Identifying the boundary states as |i〉B ∼ A(i)
NW (ζ, 1)|B; ζ〉(i), B〈i| ∼ (i)〈B; ζ|A(i)

SW (ζ, 1) then leads

to

Z
(i)
boundary ∼ B〈i|i〉B.

The partition function of the fractured model shown in Figure 2 is built by combining the

CTMs and states of both the bulk and boundary models. It is apparent from Figure 2 that we

have

Z
(i)
fracture = (i)

◦〈B; ζ|A(i)
NE(ζ, 1)A

(i)
SE(ζ)A

(i)
SW (ζ)A

(i)
NW (ζ, 1)|B; ζ〉(i)• ,

where (i)
◦〈B; ζ| denotes the dual boundary state on the right of the fracture in Figure 2, A

(i)
NE(ζ, 1)

denotes the NE corner transfer matrix in the same figure, and |B; ζ〉(i)• = |B; ζ〉(i). Using the
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crossing symmetry (A.2) of the R-matrix and the relationship between K◦ and K• given by (3.6),

it then simple to show that we can identify

(i)
◦〈B; ζ|A(i)

NE(ζ, 1) = (i)〈B;−q−1ζ−1|A(i)
SW (−q−1ζ−1, 1)S ∼ B〈i|S.

Hence we have

Z
(i)
fracture = (i)〈B; ζ|A(i)

SW (ζ, 1)A(i)(−q−1ζ−1)A(i)(ζ)A
(i)
NW (ζ, 1)|B; ζ〉(i) ∼ B〈i|(−q)D|i〉B.

Correlation functions associated with horizontal sites m, · · · , 2, 1 labelled as in Figure 6, can

then be constructed in by inserting a product of 2m half-infinite transfer matrices of type (a)

of Figure 7 beneath the NW CTM in any of the bulk, boundary or fractured scenarios above

(the particular product of half-infinite transfer matrices required is always that of our expression

(3.12) - a fact which again comes from the solution of the quantum inverse problem described

in [9]). Identifying these half-infinite transfer matrices with the vertex operators Φε(ζ), and H
(i)
L

with V (Λi), leads immediately to the general form for correlation functions (with N even)

F (i)(ζ1, ζ2, · · · , ζN ) =
1

TrV (Λi

(
(−q)2D

)TrV (Λi

(
(−q)2DΦ(ζ1)Φ(ζ2) · · ·Φ(ζN )

)
, (3.17)

G(i)(ζ1, ζ2, · · · , ζN ) =
1

B〈i|i〉B B〈i|Φε1(ζ1)Φε2(ζ2) · · ·ΦεN (ζN )|i〉B, (3.18)

P (i)(ζ1, ζ2, · · · , ζN ) =
1

B〈i|(−q)D|i〉B B〈i|(−q)DΦε1(ζ1)Φε2(ζ2) · · ·ΦεN (ζN )|i〉B, (3.19)

found in the bulk, boundary and fractured models respectively.

3.5 The Boundary qKZ Equation

Boundary qKZ equations first appeared in the work of Cherednik [27] and were realised in a

boundary lattice model in [16]. The two functions (3.18) and (3.19) obey boundary qKZ equations

of different levels (we use the level terminology of [28, 29]). This follows from the the following

properties:

K(ζ)Φ(ζ)|i〉B = Λ(i)(ζ; r)φ(ζ−1)|i〉B, (3.20)

K̂(−q−1ζ) B〈i|Φ(ζ−1) = Λ(i)(−q−1ζ; r)B〈i|Φ(q−2ζ), (3.21)

K̂(q−2ζ) B〈i|(−q)DΦ(ζ−1) = Λ(i)(q−2ζ; r)B〈i|(−q)DΦ(q−4ζ), (3.22)

PR(ζ1/ζ2)Φ(z1)Φ(ζ2) = Φ(ζ2)Φ(ζ1), (3.23)

where the matrix K̂(ζ) is defined by K̂ε′
ε (ζ) = K−ε−ε′(ζ). The first two equalities (3.20) and (3.21)

follow from the defining properties of |i〉B and B〈i|:

TB(ζ) |i〉B = Λ(i)(ζ) |i〉B, and B〈i|TB(ζ) =B 〈i|Λ(i)(ζ; r)

together with the following properties of vertex operators [9]:

g
∑
ε

Φ∗ε(ζ)Φε(ζ) = I, gΦε(ζ)Φ∗ε′ = δε,ε′I, Φ∗ε(ζ) = Φ−ε(−q−1ζ).
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Equation (3.22) then follows from (3.21) supplemented by the vertex operator property (−q)DΦ(ζ) =

Φ(−qζ)(−q)D. The final relation (3.23) is the standard intertwining relation for vertex operators

where P is the permutation operator P (vε1 ⊗ vε2) = vε2 ⊗ vε1 .

The boundary qKZ relations are simply the relations for the functions G(i)(ζ1, ζ2, · · · , ζN ) or

P (i)(ζ1, ζ2, · · · , ζN ) above that follow from (3.20)-(3.23). In the case i = 0 we have Λ(0)(ζ; r) = 1

[25] and hence obtain

G(0)(ζ1, · · · , ζj−1, q
−2ζj , ζj+1, · · · , ζN ) =

Rj,j−1(q−2ζj/ζj−1) · · ·Rj,1(q−2ζj/ζ1)K̂j(−q−1ζj)

× R1,j(ζ1ζj) · · ·Rj−1,j(ζj−1ζj)Rj+1,j(ζj+1ζj) · · ·Rn,j(ζnζj)
× Kj(ζj)Rj,N (ζj/ζN ) · · ·Rj,j+1(ζj/ζj+1)G(0)(ζ1, ζ2, · · · , ζN ), (3.24)

and

P (0)(ζ1, · · · , ζj−1, q
−4ζj , ζj+1, · · · , ζN ) =

Rj,j−1(q−4ζj/ζj−1) · · ·Rj,1(q−4ζj/ζ1)K̂j(q
−2ζj)

× R1,j(ζ1ζj) · · ·Rj−1,j(ζj−1ζj)Rj+1,j(ζj+1ζj) · · ·Rn,j(ζnζj)
× Kj(ζj)Rj,N (ζj/ζN ) · · ·Rj,j+1(ζj/ζj+1)P (i)(ζ1, ζ2, · · · , ζN ). (3.25)

Such generalised boundary qKZ equations were considered in [28]. In the language of [28] a

boundary qKZ equation for a function Ψ(ζ1, ζ2, · · · , ζN ) is characterised as being of type (r, s)

if we have Ψ(ζ1, ζ2, · · · , ζN ) related to both Ψ(ζ1, ζ2, · · · , r
1
2 s

1
2 /ζN ) and Ψ(r

1
2 /ζ1, ζ2, · · · , ζN ), as

a consequence of which Ψ(ζ1, ζ2, · · · , ζN ) is then related to Ψ(ζ1, ζ2, · · · , s−
1
2 ζj , ζN ).1 Hence, we

have (r, s) = (q−4, q4) for G(0), and (r, s) = (q−8, q8) for P (0). The ‘level’ ` of the boundary qKZ

is then identified in [28] as s = q2(k+`) (with k = 2 for the sl2 case) in analogy with the bulk

qKZ equation of Frenkel and Reshetikhin [30]. Hence, in this language, Equation (3.24) (which

appeared in [16]) is level 0, and (3.25) is level 2.

4 An Integral Formula for Correlation Functions

In this section, we present a general integral formula for P (i)(ζ1, ζ2, · · · , ζN ) which we then spe-

cialise to give the fracture magnetisation

(i)〈vac|σz1 |vac〉′(i)
(i)〈vac|vac〉′(i)

= g
(
P (i)(−q−1, 1)−+ − P (i)(−q−1, 1)+−

)
.

We make use of the free-field realisation described in detail in the paper [25] and the book [9].

Most calculational details of the current work are relegated to our Appendix B to which to refer

as necessary.

1The slight difference in notation compared with [28] arises because z of [28] is equal to our ζ2.
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4.1 The Matrix Element (i)〈vac|vac〉′(i)
The boundary states are given in terms of highest-weight states |Λi〉 by |i〉B = eFi |Λi〉 and

B〈i| = 〈Λi|eGi , where Fi and Gi have the following quadratic form in terms of the q-bosonic

oscillators an (n ∈ Z/{0}):

Fi =
1

2

∞∑
n=1

nαn
[2n][n]

a2
−n +

∞∑
n=1

β(i)
n a−n, Gi =

1

2

∞∑
n=1

nγn
[2n][n]

a2
n +

∞∑
n=1

δ(i)
n an.

The coefficients αn, β
(i)
n , γn, δ

(i)
n are functions of the magnetic-field parameter r entering the ma-

trices K(ζ, r) of Equation (A.1). They were defined in [25] and are reproduced in our Appendix

B.

We show in Appendix B that we have

B〈0|(−q)D|0〉B =
(r2q10; q8, q8)2

∞
(r2q12; q8, q8)2

∞

(r2q6; q4, q8)∞
(r2q4; q4, q8)∞

(q14; q8, q8)∞
(q10; q8, q8)∞

, B〈0|0〉B =
(q4r2; q8)∞

(q2r2; q8)∞(q6; q8)∞
,

and that B〈1|(−q)D|1〉B and B〈1|1〉B are given by the same expressions with the substitution

r → r−1. Hence we obtain

(0)〈vac|vac〉′(0) =
1

χ
1
2B〈i|i〉B

B〈i|(−q)D|i〉B

= (q2; q4)
1
2∞

(r2q10; q8, q8)2
∞

(r2q4; q8, q8)∞(r2q12; q8, q8)∞

(r2q2; q4, q8)∞
(r2q4; q4, q8)∞

(q6; q8, q8)∞
(q10; q8, q8)∞

. (4.1)

The expression for (1)〈vac|vac〉′(1) is again given by the substitution r → r−1.

The matrix element (0)〈vac|vac〉′(0) represents the overlap between the bulk and fractured

vacua, and it is of interest to see how this overlap varies as a function of the magnetic field h

given by (2.4), for 0 ≤ h ≤ ∞ corresponding to −1 ≤ r ≤ 1. The function (0)〈vac|vac〉′(0) is clearly

a symmetric function of r with a maximum at r = 0. The value of the fracture magnetic field at

this point is h = hinv := (q2−1)
4q which corresponds to the Uq(sl2) invariant point [31, 32] of the

finite boundary Hamiltonian (2.3). It is interesting that the vacua of H and H ′ are most similar

at this very special value hinv of the magnetic field. The quantity |(0)〈vac|vac〉′(0)|2 is called the

fidelity in the language of quantum information theory, and a graph of the fidelity against h is

shown in Figure 10 for two different values of the Hamiltonian anisotropy ∆ = (q + q−1)/2. The

fidelity increases with increasing |∆| as can be seen.

4.2 The General Integral Expression

In Appendix B, we consider the free-field realisation of the general, N even, correlation function

P (i)(ζ1, ζ2, · · · , ζN )ε1,ε2,··· ,εN =
1

B〈i|(−q)D|i〉B B〈i|(−q)DΦε1(ζ1)Φε2(ζ2) · · ·ΦεN (ζN )|i〉B,
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Figure 10: The Matrix Element |(0)〈vac|vac〉′(0)|2 as a Function of Magnetic Field h

for which we derive an integral expression. Letting A = {j|1 ≤ j ≤ N, εj = +1}, and defining

zj = ζ2
j , we find

P (i)(ζ1, ζ2, · · · , ζN )ε1,ε2,··· ,εN =(−q3)
N2/4+iN/2−

∑
a∈A

a

(1− q2)N/2
N∏
j=1

ζ
1+εj

2
−j+N+i

j

∏
j<k

(q2zk/zj ; q
4)∞

(q4zk/zj ; q4)∞

×
∏
a∈A

∮
Ca

dwa

2π
√
−1

w1−i
a

∏
a<b

(wa − wb)(wa − q2wb)∏
j≤a

(zj − q−2wa)
∏
a≤j

(wa − q4zj)
I
′(i)({zj}, {wa}), (4.2)

where I
′(i)({zj}, {wa}) is given by Equation (B.4). The closed contour Ca is an anticlockwise

one in the complex plane chosen such that the poles at q4zj lie inside and the poles at q2zj lie

outside the contour. Further restrictions on the contour associated with the poles arising from

I
′(i)({zj}, {wa}) are given in Appendix B. Correlation functions are then given by the specialisa-

tion corresponding to Equation (3.16) where the constant g is defined in [9] as

g =
(q2; q4)∞
(q4; q4)∞

. (4.3)

4.3 The Fracture Magnetisation

We consider the magnetisation

M (i)(r) : =
(i)〈vac|σz1 |vac〉′(i)

(i)〈vac|vac〉′(i)
= g

(
P (i)(−q−1, 1)−+ − P (i)(−q−1, 1)+−

)
.

Specialising formula (4.2) to N = 2, with z = ζ2, we find

gP (i)(−q−1ζ, ζ)−+ = (q2z)iz(1− q2)2

∮
C

(i)
−+

dw

2π
√
−1

w1−i

(w − z)(w − q2z)(w − q4z)
I
′(i), (4.4)
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where I
′(i) = F

′(i) (q8z2; q8)∞(q4/z2; q8)∞(q8; q8)∞(q10; q8)2
∞Θq8(q2w2)

× 1

(q6zw; q8)∞(q4/(zw); q8)∞(q12z/w; q8)∞(q6w/z; q8)∞

× 1

(q4zw; q8)∞(q6/(zw); q8)∞(q10z/w; q8)∞(q8w/z; q8)∞
,

and F
′(0) =

(q2rz; q8)∞(q4r/z; q8)∞
(q8rz; q8)∞(q2r/z; q8)∞

(q6rw; q8)∞(q4r/w; q8)∞
(rw; q8)∞(q6r/w; q8)∞

,

F
′(1) =

(1/(rz); q8)∞(q6z/r; q8)∞
(q6/(rz); q8)∞(q4z/r; q8)∞

(q2w/r; q8)∞(q8/(rw); q8)∞
(q4w/r; q8)∞(q2/(rw); q8)∞

.

The contour C
(i)
−+ is fixed following the prescription discussed in the previous subsection and in

further detail in Appendix B. Let us use the notation y1 < w < y2 to indicate a w contour which

passes outside the y1 pole and inside the y2 pole. Then, to be explicit, the contour is given by

the following requirements for all n ≥ 0:

C
(0)
−+ : q6+8nr, q4+8n/z, q6+8n/z, q10+8nz, q12+8nz, q4z < w,

w < q−8n/r, q−6−8n/z, q−4−8n/z, q8−8nz, q−6−8nz, z, zq2,

C
(1)
−+ : q2+8n/r, q4+8n/z, q6+8n/z, q10+8nz, q12+8nz, q4z < w,

w < q−4−8nr, q−6−8n/z, q−4−8n/z, q8−8nz, q−6−8nz, z, zq2. (4.5)

Similarly, we find

gP (i)(−q−1ζ, ζ)+− = −(q2z)iz(1− q2)2

∮
C

(i)
+−

dw

2π
√
−1

w1−i

(w − z)(w − q2z)(w − q4z)
I
′(i)

where C
(i)
+− is the same as C

(i)
−+ except that the pole at q2z now lies inside the contour.

A useful check of our formalism is provided by computing the matrix element of the identity

operator I(1) = E
+(1)
+ + E

−(1)
− . We have

(i)〈vac|I(1)|vac〉′(i)
(i)〈vac|vac〉′(i)

= g
(
P (i)(−q−1, 1)−+ + P (i)(−q−1, 1)+−

)
.

We see from the above discussion that

g
(
P (i)(−q−1, 1)−+ + P (i)(−q−1, 1)+−

)
= −(q2z)iz(1− q2)2Resw=zq2

[
w1−i

(w − z)(w − q2z)(w − q4z)
I
′(i)

]
.

We find that this expression has the required value of 1 for both i = 0 and i = 1.

It remains to compute P (i)(−q−1, 1)+− . The obvious way to carry out this integral is by

a brutal summation of the infinite sets of poles lying inside C
(i)
+−. Another way is to recall the

origin of the w integrals in the expression for P (i)(ζ1, ζ2, · · · , ζN )ε1,ε2,··· ,εN : they arise because

the vertex operator Φ+(ζ) is expressed as the (-1)th coefficient of a Laurent expansion in w (see

Chapter 8 of [9]). At any given order in q, there are only a finite number of contributions to
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this coefficient that come from expanding the numerator and denominator of the integrand of

P (i)(ζ1, ζ2, · · · , ζN )ε1,ε2,··· ,εN (taking care to respect the analyticity requirements expressed in the

specified contour). Hence, the q-expansion of the correlation function is relatively easy to compute

from the integral expression. In this way, we have computed P (i)(−q−1, 1)+− up to order q96.

The result is consistent with the following conjectural form:

gP (0)(−q−1, 1; r)+− = (1− r)
∞∑
n=0

(−q2)n

(1− rq4n)
,

and also with the required symmetry

P (i)(−q−1, 1; r)+− = P (1−i)(−q−1, 1; r−1)−+ (4.6)

(we are now showing the implicit r dependence of the correlation function). The sum can be

represented as a basic hypergeometric function (see, for example, Chapter 17 of [33]) in the

following way:

gP (0)(−q−1, 1; r)+− = 2φ1

(
q4 r

rq4
; q4,−q2

)
.

Hence we obtain the magnetisation

−M (0)(r) = g
(
− P (i)(−q−1ζ, ζ; r)−+ + P (i)(−q−1ζ, ζ; r)+−

)
= −1 + 2gP (0)(−q−1, 1; r)+−

= 1 + 2(1− r)
∞∑
n=1

(−q2)n

(1− rq4n)
(4.7)

which can also be re-expressed at

−M (0)(r) = 2 2φ1

(
q4 r

rq4
; q4,−q2

)
− 1.

It also follows from the symmetry (4.6) that we have

−M (0)(r) = M (1)(r−1).

The form (4.7) is similar, but different, to the magnetisation at site 1 of the pure boundary

model of Figure 9 considered in [25]:

−M (0)
bound(r) = 1 + 2(1− r)2

∞∑
n=1

(−q2)n

(1− rq2n)2
. (4.8)

The three special cases r = −1, 0, 1 corresponding to h = 0, hinv,∞ are of separate interest:

• When r = −1 (h = 0), we can sum the expression (4.7) to obtain

−M (0)(r = −1) =
(q2; q2)2

∞
(−q2; q2)2

∞
.

This coincides with the expression for the spontaneous magnetisation of the bulk model [4] (the

minus sign is just due to the choice of convention for the i = 0 ground state of Figure 3). It seems
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physically reasonable that the magnetisation at position 1 in Figure 6 is simply the same as that

of the zero-field bulk model when the fracture magnetic field is zero.

• When r = 0 (h = hinv), we have

−M (0)(r = 0) =
1− q2

1 + q2

which coincides with the magnetisation (4.8) of the boundary model at this value of the magnetic

field. At this point the overlap (0)〈vac|vac〉′(0) is a maximum and thus the bulk system is closest to

the tensor product of right and left boundary systems. It is therefore reasonable that the fracture

magnetisation at site 1 should coincide with magnetisation at the corresponding site of the left

boundary system shown in Figure 9.

•When r = 1 (h =∞), we have M (0)(r = 1) = −1. Again, this is as expected, since the presence

of the term hσz1 in H ′ will force the magnetisation at site 1 to −1 as h → ∞. This is also the

value of the boundary magnetisation M
(0)
bound(r) as h→∞.

In order to summarise the behaviour, we fix ∆ = −2 and plot the two magnetisations M (0)(r)

(fracture mag) and M
(0)
bound(r) (bound mag) as a function of h(r) in Figure 11. We also show

minus the value of the zero-field bulk spontaneous magnetisation (spon mag) for comparison.

The coincidence of M (0)(r) with the spontaneous magnetisation at h = 0, and with M
(0)
bound(r) at

hinv and h→∞ is evident.

Figure 11: The Spontaneous Magnetisation (with added - sign), and the Fracture Magnetisation

M (0)(r) and Boundary Magnetisation M
(0)
bound(r) at site 1 as a Function of Magnetic Field h (at

∆ = −2)
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5 Summary and Discussion

In this paper, we have addressed the novel problem of computing XXZ correlation functions in the

fractured geometry of Figure 6. We have expressed these correlation functions in terms of matrix

elements P (i)(ζ1, ζ2, · · · , ζN ) defined by (3.14) that obey a level 2 boundary qKZ equation. Making

use of the free-field realisation, we have derived the general multiple-integral formula (4.2). We

have specialised this formula to the case relevant to the magnetisation at site 1, and by carrying

out a high-order q expansion of the integral have arrived at the conjectural form given by Equation

(4.7). This form is similar, but different, to the magnetisation (4.8) at the corresponding position

in the boundary geometry of Figure 9. The latter magnetisation was computed in [25], in which

case the corresponding integral was carried out exactly by summing residues. However, while the

final magnetisation expressions are similar, the integrand in our fractured case is considerably

more complicated that in the pure boundary case of [25]. Ultimately, this fact is linked to the

additional (−q)D factor that distinguishes the boundary and fracture correlation functions given

by (3.18) and (3.19). The origin of this extra factor lies in the presence of two extra two corner

transfer matrices A
(i)
SE(ζ)A

(i)
SW (ζ) in the fractured partition function of Figure 2 when compared

to the boundary partition function of Figure 9. This additional factor (−q)D factor is also

responsible for the different level of the boundary qKZ equations in the two cases.

The corner magnetisation in a wedge geometry has been considered before. Conformal field

theories in such a geometry were analysed by a conformal mapping from the upper-half plane [23].

For the Ising model on a triangular lattice, a finite-size scaling approach was taken in [24], while

the Ising model on a cone was considered in the same paper by taking a trace over a variable

number of corner transfer matrices. It would be interesting to try to connect our magnetisation

results with these existing calculations in the limit as the wedge angle approaches 2π.

Almost as a bi-product of our analysis we have calculated the overlap (i)〈vac|vac〉′(i). As we

have mentioned in the introduction, our fractured geometry, and in particular this overlap, have

recently become objects of interest in the literature on local quantum quenches and their use as

a probe of the dynamics of quantum entanglement [18, 20, 21]. So far, most results in this field

have been obtained using conformal field theory techniques, and we hope and anticipate that our

exact massive lattice model results will be valuable in this arena.

Finally, the vertex operator approach to boundary problems has been generalised in a number

of directions [34–37], and there will be corresponding generalisations of the analysis of fractured

models that we have developed here. In particular, the analysis should be generalisable to ABF

models [34] and higher spin models. The former generalisation might be particularly useful in

establishing connections with conformal field theory results for wedge geometries.
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A Bulk and Boundary Weights

We make use of the following bulk and boundary weights [25]:

R(ζ) =
1

κ(ζ)


1

(1−ζ2)q
1−q2ζ2

(1−q2)ζ
1−q2ζ2

(1−q2)ζ
1−q2ζ2

(1−ζ2)q
1−q2ζ2

1

 , K(ζ; r) =
1

f(ζ; r)

(
1−rζ2
ζ2−r 0

0 1

)
, (A.1)

where

κζ) = ζ
(q4ζ2; q4)∞(q2ζ−2; q4)∞
(q4ζ−2; q4)∞(q2ζ2; q4)∞

, f(ζ; r) =
ϕ(ζ−2; r)

ϕ(ζ2; r)
, ϕ(z; r) =

(q4rz; q4)∞(q6z2; q8)∞
(q2rz; q4)∞(q8z2; q8)∞

.

Components are defined by

R(ζ)(vε1 ⊗ vε2) =
∑
ε′1,ε
′
2

Rε1,ε2
ε′1,ε
′
2
(ζ)(vε′1 ⊗ vε′2), K(ζ; r)vε =

∑
ε′

Kε
ε′(ζ; r)vε′ .

The matrix R(ζ) obeys the Yang-Baxter, crossing and unitarity relations, and K(ζ; r) obeys the

boundary Yang-Baxter, boundary unitarity, and boundary crossing relations shown in [25]. In

this paper, the property that is used most is the crossing symmetry of the R-matrix:

Rε1,ε2
ε′1,ε
′
2
(ζ) = R

−ε′2,ε1
−ε2,ε′1

(−q−1ζ−1) = R
ε2,−ε′1
ε′2,−ε1

(−q−1ζ−1). (A.2)

We make the further definitions

K•(ζ) = K(ζ; r), and K◦(ζ) = K(−q−1ζ−1; r). (A.3)

The graphical representation of these matrices used throughout the current paper is that

shown in Figure 12.

R
ε1,ε2
ε′1,ε′2

(ζ1/ζ2) = K ε
•ε′(ζ) =

ε1

ε2 ,

ε′1

ε′2

ζ1

ζ2
,

K ε
◦,ε′(ζ) =

ζ

ζ−1

ε

ε′ ε

ε′
ζ

ζ−1

Figure 12: Graphical Representation of the Boltzmann Weights
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B The Integral Formula for Correlation Functions

In this appendix, we give the details of the free-field calculation of B〈i|(−q)D|i〉B and of

P (i)(ζ1, ζ2, · · · , ζN )ε1,ε2,··· ,εm =
1

B〈i|(−q)D|i〉B B〈i|(−q)DΦε1(ζ1)Φε2(ζ2) · · ·ΦεN (ζN )|i〉B, (B.1)

when N is even. We closely follow the approach and notational conventions of [25] in which

B〈i|i〉B and 1
B〈i|i〉B B〈i|Φε1(ζ1)Φε2(ζ2) · · ·ΦεN (ζN )|i〉B are calculated; the key difference is that we

replace B〈i| of [25] with B〈i|(−q)D.

The states |i〉B and B〈i| are expressed in the free-field realisation of [25] as

|i〉B = eFi |Λi〉, B〈i| = 〈Λi|eGi ,

where Fi =
1

2

∞∑
n=1

nαn
[2n][n]

a2
−n +

∞∑
n=1

β(i)
n a−n, Gi =

1

2

∞∑
n=1

nγn
[2n][n]

a2
n +

∞∑
n=1

δ(i)
n an.

Here, the coefficients are given by

αn = −q6n, γn = −q−2n,

β(0)
n = −θn

q5n/2(1− qn)

[2n]
− q7n/2rn

[2n]
, δ(0)

n = θn
q−3n/2(1− qn)

[2n]
− q−5n/2rn

[2n]
,

β(1)
n = −θn

q5n/2(1− qn)

[2n]
+
q3n/2r−n

[2n]
, δ(1)

n = θn
q−3n/2(1− qn)

[2n]
+
q−n/2r−n

[2n]
,

where

[a] :=
qa − q−a
q − q−1

, and θn :=

1 if n is even,

0 if n is odd.

Given the free-field realisation properties (−q)−Dan(−q)D = q2nan and 〈Λi|(−q)D = 〈Λi|, it

follows that we have

B〈i|(−q)D = 〈Λi|eG
′
i , where G′i =

∞∑
n=1

nγ′n
[2n][n]

a2
n +

∞∑
n=1

δ
′(i)
n an, γ′n = q4nγn, δ

′(i)
n = q2nδ(i)

n .

Now we closely follow the procedure of Section 4 and Appendix C of [25] with the change of

γn → γ′n and δ
(i)
n → δ

′(i)
n . In this way, we obtain

B〈i|(−q)D|i〉B =
∞∏
m=1

1

(1− αmγ′m)
1
2

exp

(
1

2

∞∑
n=1

[2n][n]

n(1− αnγ′n)
( γ′n(β(i)

n )2 + 2δ
′(i)
n β(i)

n + (δ
′(i)
n )2αn)

)
.

(B.2)
The sums here can be written as infinite products using the identity

exp

(
−
∞∑
n=1

zn

n(1− qm1n)(1− qm2n) · · · (1− qmNn)

)
= (z; qm1 , qm2 , · · · , qmN )∞, |z| < 1.

Carrying this procedure out and making use of standard q-product identities, as well as the

less-standard, but easily-derived, identity

(a; b, b)∞ = (ab; b, b2)2
∞ (a; b2)∞,
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we find

B〈0|(−q)D|0〉B =
(r2q10; q8, q8)2

∞
(r2q12; q8, q8)2

∞

(r2q6; q4, q8)∞
(r2q4; q4, q8)∞

(q14; q8, q8)∞
(q10; q8, q8)∞

,

and that B〈1|(−q)D|1〉B is given by the same formula with the substitution r → r−1. Using the

expressions

B〈0|0〉B =
(q4r2; q8)∞

(q2r2; q8)∞(q6; q8)∞
, B〈1|1〉B =

(q4r−2; q8)∞
(q2r−2; q8)∞(q6; q8)∞

of [25], and the definition (3.8) of χ, we obtain the result for (i)〈vac|vac〉′(i) given by Equation

(4.1).

Let us carry on to calculate the correlation function (B.1). Defining the set A by

A = {j|1 ≤ j ≤ N, εj = +1},

we again follow the method of Section 4 of [25] to obtain2

P (i)(ζ1, ζ2, · · · , ζN )ε1,ε2,··· ,εN = (−q3)
N2/4+iN/2−

∑
a∈A

a

(1− q2)N/2
N∏
j=1

ζ
1+εj

2
−j+N+i

j

∏
j<k

(q2zk/zj ; q
4)∞

(q4zk/zj ; q4)∞

×
∏
a∈A

∮
Ca

dwa

2π
√
−1

w1−i
a

∏
a<b

(wa − wb)(wa − q2wb)∏
j≤a

(zj − q−2wa)
∏
a≤j

(wa − q4zj)
I
′(i)({zj}, {wa}),

where the contour Ca is given by q4zj < wa < q2zj (recall - the notation A < wa < B means that

the pole at A lies inside, and pole at B lies outside the anticlockwise wa contour) and

I
′(i)({zj}, {wa}) = exp

( ∞∑
n=1

[2n][n]

n

1

1− αnγ′n

{
1

2
γ′nX

2
n − αnγ′nXnYn

+
1

2
αnY

2
n + (δ

′(i)
n + γ′nβ

(i)
n )Xn − (β(i)

n + αnδ
′(i)
n )Yn

})
, (B.3)

with

Xn =
q7n/2

[2n]

N∑
j=1

znj −
qn/2

[n]

∑
a

wna , Yn =
q−5n/2

[2n]

N∑
j=1

z−nj − qn/2

[n]

∑
a

w−na .

Computing the sums as before we find

I
′(i)({zj}, {wa}) = F

′(i)({zj}, {wa})

×
∏
j<k

(q10zjzk; q
4, q8)∞

(q12zjzk; q4, q8)∞

(q2/(zjzk); q
4, q8)∞

(q4/(zjzk); q4, q8)∞

∏
j,k

(q10zj/zk; q
4, q8)∞

(q12zj/zk; q4, q8)∞

∏
j

(q14z2
j ; q8, q8)∞

(q16z2
j ; q8, q8)∞

(q6/z2
j ; q8, q8)∞

(q8/z2
j ; q8, q8)∞

×
∏
j,a

1

(q6zjwa; q8)∞(q4/(zjwa); q8)∞(q12zj/wa; q8)∞(q6wa/zj ; q8)∞

∏
a

(q2w2
a; q

8)∞(q6/w2
a; q

8)∞ (B.4)

×
∏
a<b

(q2wawb; q
8)∞(q4wawb; q

8)∞(q6/(wawb); q
8)∞(q8/(wawb); q

8)∞
∏
a,b

(q8wa/wb; q
8)∞(q10wa/wb; q

8)∞,

2There is a minor typographical error in (4.4) of [25] in which an additional factor is present on the left-hand

side. However, this error is not carried through and the final expression (4.8) in [25] is correct.
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where

F
′(0)({zj}, {wa}) =∏
j

(q4rzj ; q
4, q8)∞(q12rzj ; q

4, q8)∞
(q6rzj ; q4, q4)∞

(q4r/zj ; q
4, q8)2

∞
(q2r/zj ; q4, q4)∞

∏
a

(q6rwa; q
8)∞(q4r/wa; q

8)∞
(rwa; q8)∞(q6r/wa; q8)∞

,

F
′(1)({zj}, {wa}) =∏
j

(1/(rzj); q
4, q8)∞(q8/(rzj); q

4, q8)∞
(q2/(rzj); q4, q4)∞

(q8zj/r; q
4, q8)2

∞
(q6zj/r; q4, q4)∞

∏
a

(q2wa/r; q
8)∞(q8/(rwa); q

8)∞
(q4wa/r; q8)∞(q2/(rwa); q8)∞

.

The full contour Ca is now fixed by the previous requirement q4zj < wa < q2zj supplemented

by the requirement that the contour be consistent with the region of validity of each of the sums

contributing to the last expression for I
′(i)({zj}, {wa}). Hence, if a term (wa/A; q8)∞ appears in

the denominator of I
′(i)({zj}, {wa}), we insist that wa < Aq−8n for n ≥ 0; if a term (B/wa; q

8)∞

appears we insist that Bq8n < wa for n ≥ 0.
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