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PATTERN SOLUTIONS OF THE KLAUSMEIER MODEL FOR
BANDED VEGETATION IN SEMIARID ENVIRONMENTS IV:

SLOWLY MOVING PATTERNS AND THEIR STABILITY∗

JONATHAN A. SHERRATT†

Abstract. Banded vegetation is a characteristic feature of semiarid environments, compris-
ing stripes of vegetation running parallel to the contours on hillsides, separated by stripes of bare
ground. Mathematical modelling plays an important role in the study of this phenomenon, and the
Klausmeier model is one of the oldest and most established, consisting of coupled reaction-diffusion-
advection equations for plant biomass and water density. In this model the dimensionless parameter
corresponding to slope gradient is much larger than the other parameters, and this paper is part of
a series investigating the asymptotic form of pattern solutions for large values of the slope parame-
ter. The pattern solutions move uphill with a constant speed, c say, and the focus of this paper is
c = O(1). I begin by deriving the leading order form of the patterns, and the region of parameter
space in which they occur, for c = o(1). Using this, I show that all patterns with c = o(1) are unsta-
ble as model solutions for sufficiently large values of the slope parameter. I then consider patterns
with c = Os(1), showing that this region of parameter space contains both stable and unstable low
amplitude patterns. I conclude by discussing the ecological implications of my results.
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AMS subject classifications. 92D40, 35C07, 35M10

DOI. 10.1137/120862648

1. Introduction. Banded vegetation is a characteristic feature of semiarid envi-
ronments [1, 2]. In this phenomenon, stripes of vegetation occur on hillsides, running
parallel to the contours, separated by stripes of bare ground. Banded vegetation
is hard to detect on the ground, and was first recognized during flights over sub-
Saharan Africa in the 1950s [3]. It is now known to occur in many parts of the world,
particularly Australia [4], Mexico/southwestern U.S. [5], and Africa [3, 6]. Typical
wavelengths are about 1km for trees and shrubs, with shorter wavelengths for grasses.

Mathematical modelling plays a key role in the study of banded vegetation, be-
cause field studies are difficult and there are no equivalent laboratory systems. This
paper concerns one of the oldest and most established models, due to Klausmeier [7]:

∂u/∂t =

plant
growth︷︸︸︷
wu2 −

plant
loss︷︸︸︷
Bu +

plant
dispersal︷ ︸︸ ︷
∂2u/∂x2,(1.1a)

∂w/∂t = A︸︷︷︸
rain-
fall

− w︸︷︷︸
evap-
oration

− wu2︸︷︷︸
uptake

by plants

+ ν∂w/∂x︸ ︷︷ ︸
flow

downhill

.(1.1b)

In this dimensionless formulation, u(x, t) is plant density, w(x, t) is water density, t is
time, and x is a one-dimensional space variable running in the uphill direction. The

∗Received by the editors January 17, 2012; accepted for publication (in revised form) October 10,
2012; published electronically February 5, 2013. This work was supported in part by a Leverhulme
Trust Research Fellowship.

http://www.siam.org/journals/siap/73-1/86264.html
†Department of Mathematics and Maxwell Institute for Mathematical Sciences, Heriot-Watt Uni-

versity, Edinburgh EH14 4AS, UK (jas@ma.hw.ac.uk).

330

D
ow

nl
oa

de
d 

04
/1

6/
13

 to
 1

37
.1

95
.2

6.
10

8.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

SLOWLY MOVING VEGETATION BANDS AND THEIR STABILITY 331

parameters A, B, and ν can be most usefully interpreted as reflecting rainfall, plant
loss, and slope gradient, respectively, although of course they represent a combination
of ecological quantities (see [7, 8] for details). The basic hypothesis underlying the
Klausmeier model (1.1) is that banded vegetation forms as a result of water redistri-
bution, and there are a number of subsequent models based on the same hypothesis.
Most of these represent soil and surface water separately [9, 10, 11], and some incor-
porate features such as herbivory or rainfall variability [12, 13]. There is also another
class of models, which assume that the cause of banded vegetation is a short range
activation and long range inhibition process, arising from the different length scales
of tree/shrub crowns and their root systems [14].

These various modelling studies are almost entirely simulation based. Other than
my own work [15, 16, 17], the only paper that I am aware of containing nonlinear
analysis of a banded vegetation model is [18], which proves an existence theorem for
the model of Gilad et al. [10]. In particular, for the Klausmeier model (1.1) there
are no analytical results beyond linear stability of spatially homogeneous solutions
[7, 8]. This paper is the fourth in a series attempting to develop a detailed analytical
understanding of pattern solutions of (1.1). Such a study is possible because typical
values of the slope parameter ν (about 200 [7]) are significantly larger than the rainfall
parameter A (0.1–3.0 [7, 9]) and the plant loss parameter B (0.05–2.0 [7, 9]). This
permits patterned solutions of (1.1) to be studied using perturbation theory. My
approach assumes formal expansions for the pattern solutions; an alternative would
be to use geometric singular perturbation theory [19], which has proved successful in
studying patterns in other reaction-diffusion systems [20, 21]. Note that the large value
of the dimensionless parameter ν reflects the advection rate of water being much larger
than the plant dispersal rate. In particular, the slope itself is not steep, and, indeed,
on gradients above a few percent, rainwater generates gullies and (1.1) does not apply.

Numerical simulations show that pattern solutions of (1.1) move in the positive
x direction (uphill) at a constant speed. This migration has been the subject of a
long ecological debate (see [22, pp. 24–26] for a detailed discussion). A considerable
number of field studies do report uphill migration [1, Table 5], [23], with the proposed
cause being higher moisture levels on the uphill edge of the bands than on their
downhill edge, leading to reduced plant death and greater seedling density [22, 24].
However, there is also contradictory data reporting stationary patterns [4, 6, 25]. A
possible resolution of this discrepancy could be that in these latter cases, the relevant
migration speeds are simply very low and thus went undetected. A key conclusion of
this paper will be that this explanation is inconsistent with the model (1.1).

The constant uphill migration of the patterns means that an appropriate solution
ansatz for (1.1) is u(x, t) = U(z), w(x, t) =W (z), with z = x− ct, which gives

d2U/dz2 + c dU/dz +WU2 −BU = 0,(1.2a)

(ν + c)dW/dz +A−W −WU2 = 0 .(1.2b)

Patterns correspond to periodic (limit cycle) solutions of (1.2), and their mathematical
properties depend fundamentally on the way in which the migration speed c > 0 scales
with the (large) slope parameter ν. In previous papers, I have considered the case
of large c, specifically c = Os(ν) [16], ν � c � ν1/2 [15], and c = Os(ν

1/2) [17],
as ν → ∞. Note that the notation f = Os(g) denotes f = O(g) and f �= o(g). In
this paper, I study the case c = O(1). In section 2, I describe numerical results on
the parameter region giving patterns. In sections 3, 4, and 5, I present analysis of
the existence and form of patterns for c = Os(1/ν), c = o(1/ν), and 1/ν � c � 1,
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332 JONATHAN A. SHERRATT

respectively. In section 6, I use these results on pattern form as the basis for an
investigation of pattern stability, showing that all patterns with c� 1 as ν → ∞ are
unstable as solutions of (1.1). In section 7, I consider c = Os(1), proving that this
parameter region contains both stable and unstable patterns. These various results
are valid to leading order for large values of the slope parameter ν. In section 8, I
discuss the ecological implications of my results.

2. The parameter region giving patterns. Numerical simulations of (1.1)
suggest that, for given values of B and ν, there is a range of values of the rainfall
parameter A giving patterns [7, 8, 26]. Intuitively, sufficiently high rainfall levels give
homogeneous vegetation, while sufficiently low levels give full-blown desert; between
these extremes there are banded vegetation patterns.

Straightforward calculation shows that in addition to the “desert” steady state
(0, A), (1.1) has two homogeneous vegetated equilibria when A ≥ 2B:

(2.1) (u±, w±) =

(
A±

√
A2 − 4B2

2B
,
A∓

√
A2 − 4B2

2

)
.

Numerical bifurcation studies [16, 27] suggest that the upper end of the rainfall range
giving patterns corresponds to a supercritical Hopf bifurcation of one of (u±, w±) in
(1.2). The solution branch terminates at a homoclinic solution, so that the lower end
of the rainfall range giving patterns corresponds either to this homoclinic solution,
or to a fold in the solution branch. Figure 2.1(a) illustrates the region of the A–c

Fig. 2.1. (a) The region of the A–c parameter plane in which (1.1) has patterned solutions
(indicated by light gray dots). Note the logarithmic scale on the c-axis. The thick curve is the locus
of Hopf bifurcations in (1.2). The thin solid curve is the locus of homoclinic solutions of (1.2). The
dotted curve is the locus of folds in the branch of periodic solutions of (1.2); this is shown more
clearly in the inset, which is a magnification of the part of the parameter plane containing the fold
locus. These various curves were calculated by numerical continuation, using auto [28]. The dark
gray dashed lines indicate the approximate division of the pattern region into subregions considered
in different parts of the paper. Note that the subregion in the upper left-hand corner of the figure
is not considered in this paper and will be discussed in a subsequent publication. Note also that the
parameter region giving patterns does extend significantly above the part shown in this figure, up to
c ≈ 54; details of patterns for large speeds are given in [15, 16]. The other parameter values are
B = 0.45 and ν = 200. (b) A schematic illustration of the curves determining the parameter region
giving one (light gray dots) or two (dark gray dots) pattern solutions when c = Os(1/ν) as ν → ∞.
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parameter plane giving patterns for the low and moderate wave speeds considered in
this paper.

The first step in investigating patterns for large ν is to calculate the leading order
form of the Hopf bifurcation locus. To do this, I calculated the (cubic) eigenvalue
equation at (u±, w±) and imposed the requirement of a complex conjugate pair of
roots with zero real part. For c = O(1) as ν → ∞, this gives

(2.2a) c = o(1/ν) : A = Os

(
c−1/2ν−1/2

)
, c = 2B2

/
(A2ν),

(2.2b) c = Os(1/ν) : A = Os(1), c =
(
A−

√
A2 − 4B2

)2
/
(
2B2ν

)
(A ≥ 2B),

(2.2c) and c =
(
A+

√
A2 − 4B2

)2
/
(
2B2ν

)
(A ≥ 2B),

(2.2d) 1/ν � c� 1 : A = Os

(
ν1/2c1/2

)
, c = 2A2

/
(B2ν),

c = Os(1) : A = Os

(
ν1/2

)
, c =

A2

2B2ν
+
B3ν

2A2
±
[

A4

4B4ν2
+
B6ν2

4A4
− 3B

2

]1/2
(2.2e) (A < [

√
2− 1]1/2B5/4ν1/2).

Here the Hopf bifurcation is of (u−, w−) for (2.2a), (2.2b), and of (u+, w+) for (2.2c)–
(2.2e). Note that there is consistency between (2.2a) and (2.2b), and between (2.2c)

and (2.2d), because
(
A±

√
A2 − 4B2

)2/
(2B2) ∼ 2(A/B)±2 as A→ ∞.

3. Pattern solutions for c = Os(1/ν). In this section, I will show formally
that for c = Os(1/ν), patterns exist only if A = Os(1), with the leading order con-
ditions for patterns being as illustrated schematically in Figure 2.1(b). Note that for
some parameter values there are two different pattern solutions. I write

U(z) = U0(z) + ν−1U1(z) + ν−2U2(z) + h.o.t.,(3.1a)

W (z) =W0(z) + ν−1W1(z) + ν−2W2(z) + h.o.t.,(3.1b)

L = L0 + ν−1L1 + ν−2L2 + h.o.t.,(3.1c)

where L is the pattern wavelength. Here and throughout the paper, I use h.o.t. to
denote “higher order terms.” I also impose

(3.2) U ′(0) = 0 and U ′′(0) < 0,

which specify the solution uniquely, since I will show that all patterns have only one
local maximum and minimum for U per period. Substituting (3.1a), (3.1b) into (1.2)
gives the leading order equations W ′

0 = 0 ⇒ W0 = k0, say, and

U ′′
0 + k0U

2
0 −BU0 = 0 ⇒ U0 = (B/k0)U

∗
(
B1/2z;α

)
,(3.3)

where (dU∗(ξ;α)/dξ)2 + 2
3U

∗ 3 − U∗ 2 = 2
3α

3 − α2 .(3.4)

Here k0 > 0 and α are constants of integration. In the following, I will often omit
the specification of the α-dependence in U∗, for brevity. Note that rescaling z and
W by B1/2 and B−1, respectively, in (1.2a) is natural if W is constant, since it
enables the elimination of one parameter. Equation (3.4) has a unique nonconstant
solution satisfying (3.2), which is linearly related to the Weierstrass elliptic function
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334 JONATHAN A. SHERRATT

Fig. 3.1. Plots of the variation with α of β, L0, Y , k0, and Q. The constant k0 depends on A
and B as well as on α, and there are two qualitatively different cases, for A/2B < 1 and A/2B > 1;
I show a representative example of each case. To evaluate the integrals in (3.6) and (A.8), I used the
software package maple. For accurate computations, a large number of decimal places is required:
I used digits = 40, with error tolerance epsilon = 10−20. An alternative method of calculating Y
is discussed in Appendix A.3.

(see section 6.1 for details). The solution has a local maximum U∗ = α at z = 0

and a local minimum at U∗ = β = 1
4 [3 − 2α +

{
9 + 12α− 12α2

}1/2
] (0 < β < 1).

In Appendix A.3, I show that the period L0 of U0 is an increasing function of α.
Figures 3.1(a) and 3.1(b) illustrate the dependence of β and L0 on α. As α → 1+,
β → 1 also, so that the solution is constant in this limit, which corresponds to a

Hopf bifurcation in the travelling wave equations (1.2). As α→ 3
2

−
, L0 → ∞ so that

this is a homoclinic limit. My basic approach to studying pattern solutions in this
parameter regime is to use α to parameterize the solution branches between these two
end points.

The calculation of the leading order pattern solution has been straightforward,
but the constants of integration k0 and α are undetermined. The solutions for U1 and
W1 are required in order to specify these constants. Substituting (3.1a), (3.1b) into
(1.2b) and equating terms that are Os(1) as ν → 0 gives

(3.5) dW1/dz +A− k0 − k0U
2
0 = 0.

Periodicity of W1 requires that
[
W0(z) + ν−1W1(z)

]z=(L0+ν−1L1)/2

z=−(L0+ν−1L1)/2
= O

(
ν−2

)
⇒

W1(−L0/2) =W1(L0/2). Integrating (3.5) between−L0/2 and L0/2 therefore implies

(3.6) k0(A− k0)/B
2 = Y (α) ≡ 1/

(
L0B

1/2
)∫ ξ=L0B

1/2/2

ξ=−L0B1/2/2

U∗(ξ)2dξ;

note that L0B
1/2 is a function of α only, independent of other parameters. In Appen-

dix A.3, I prove that Y (α) is increasing; Figure 3.1(c) illustrates its form. Equation
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(3.6) determines k0 as a function of α (illustrated in Figures 3.1(d) and 3.1(e)). If
A > 2B, there are two possible values of k0 for each α ∈ (1, 3/2). In the limit
α → 1+, the two solutions lie on either side of A/2; from (2.1) it follows that the
larger/smaller values of k0 correspond to a solution branch resulting from a Hopf
bifurcation of (u−, w−)/(u+, w+). For A < 2B there are two solutions for α > αmin

and none for α < αmin, where αmin is defined by Y (αmin) = A2/4B2. For these
values of A/2B there is no Hopf bifurcation, and indeed the steady states (u±, w±)
do not exist.

It remains to calculate the dependence of the wave speed on α, and this comes
from consideration of U1. I write C = νc so that C = Os(1) as ν → ∞. Then
substituting (3.1a) and (3.1b) into (1.2a) and equating terms that are Os

(
ν−1

)
gives

(3.7) U ′′
1 + CU ′

0 + 2k0U0U1 +W1U
2
0 −BU1 = 0 .

By manipulating (3.7) and integrating over a whole period, the unknown solution U1

can be eliminated to give a formula for C (see Appendix A.1 for details):

(3.8) C =

(
B

k0

)2

Q(α), where Q(α) =
2

7

[
2− 7Y (α) +

10 (2α3 − 3α2 + 1)Y (α)

2α3 − 3α2 + Y (α)

]
.

Figure 3.1(f) illustrates the dependence of Q on α.
This completes the calculation of the leading order form of patterns as ν → ∞

with c = Os(1/ν). However, interpretation of these solutions is not straightforward.
I will use them to determine the region of the A–c parameter plane in which patterns
exist (illustrated schematically in Figure 2.1(b)). First I consider the case of A fixed
and > 2B and determine how C varies along each of the two branches of pattern
solutions, from the Hopf bifurcation (α = 1) to the homoclinic solution (α = 3/2);
recall that the two branches correspond to the two roots of (3.6) for k0. The smaller

root for k0 has dk0/dα < 0 with k0 → 0 as α → 3
2

−
, and a combination of analysis and

numerical calculations in Appendices A.2 and A.3 indicates that Q is an increasing
function of α; also Q(3/2) is finite. Therefore C increases along this solution branch,
from the Hopf bifurcation value given in (2.2c) to infinity.

For the larger root for k0, the variation in C with α is not monotonic. I define
Chopf ≡ C|limα→1+ and Chc ≡ C|limα→3/2− along this solution branch. In Appen-

dix A.2, I show that Chc < Chopf ⇔ (A/2B) <
[
3/(2

√
21− 7)

]
= 1.177 . . . , and that as

α→ 3/2−, C(α) approaches Chc from below ⇔ (A/2B) >
√
6/7 = 0.9258 . . . . There-

fore, for A/2B ∈ (0.9258, 1.177), C has a local minimum Cfold at α = αfold ∈ (1, 3/2).
Numerical calculations indicate that this local minimum is unique, and numerical
continuation of it shows that it terminates at A/2B = 0.9258 (when αfold = 1). The
conclusion from this combination of analysis and numerical results is that along this
solution branch, C initially decreases from the Hopf bifurcation value given in (2.2b)
(α = 1) up to a fold at C = Cfold, α = αfold. Beyond this C increases to Chc, which
will be above or below the starting value Chopf for A/2B > 1.177 and A/2B < 1.177,
respectively.

For A < 2B there cannot be a Hopf bifurcation in the travelling wave equation
as c is varied, since the steady states (u±, w±) do not exist. As α is increased from
αmin, the value of C corresponding to the smaller solution for k0 increases without
bound. For the larger solution for k0, C initially decreases as α increases above αmin.
If A/2B <

√
6/7, this decrease is monotonic to Chc, while for A/2B ∈

(√
6/7, 1

)
there is a fold at α = αfold, C = Cfold, beyond which C increases up to Chc (< Chopf).
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Note that an important difference between the A > 2B and A < 2B cases is that
for A > 2B the two solution branches start (α = 1) at different values of C, with
no pattern solutions for values of C between the starting points. For A < 2B the
starting points (α = αmin) have a common value of C.

4. Pattern solutions for c = o(1/ν). The scaling c = o(1/ν) gives patterns
with the smallest wave speeds. I will show formally that to leading order for large ν,
patterns exist in a strip bounded by the Hopf bifurcation locus c = B2Q(1)/(νA2) =
2B2/(νA2) and the homoclinic locus c = B2Q(3/2)/(νA2) = 24B2/(7νA2). Deriva-
tion of this is very similar to the work presented in section 3, and I present only a
brief outline; details are available in [31]. The leading order solution for large ν is
U = (B/A)U∗(B1/2z; α̃), W = A. Here α̃ ∈ (1, 32 ) parameterizes the solution branch.
The wave speed c is determined by higher order terms, and both O(c) and O(νc)
corrections must be considered; these imply c = (B2/Aν)Q(α̃), to leading order for
large ν. A combination of analysis and computation indicates that Q is an increasing
function of α (see Appendix A.3), and the conditions for pattern existence then follow.

5. Pattern solutions for 1/ν � c � 1. In this section, I will show formally
that to leading order for large ν, the condition for pattern existence is 24B2/7νc <
A2 < 1

2B
2νc. Three different cases must be considered, according to the way in which

the rainfall A scales with ν.

5.1. The case A2 = Os(νc). This parameter region again has strong similari-
ties to the region considered in section 3, and I omit details of the calculations, which
are given in [31]. The leading order solution isW0 constant and U0 = AU∗(B1/2z; α̂)/
(BY (α̂)) (α̂ ∈ (1, 32 )), with c = A2B−2ν−1Q(α̂)Y (α̂)−2. Now Y is a decreasing func-
tion of α, while Q is increasing (see Appendix A.3). Hence c increases along the
pattern solution branch as α̂ increases from 1 (Hopf bifurcation) toward 3/2 (the ho-
moclinic limit). Moreover, Y (3/2) = 0, while Q(3/2) is nonzero, so that c → ∞ in
the homoclinic limit. The correct interpretation of this is that patterns exist for all
values of A and c lying above the Hopf bifurcation curve A2 = 1

2B
2νc in the A–c

plane, and satisfying 1/ν � c � 1 and A2 = Os(νc). There is, of course, an upper
boundary of the parameter region giving patterns, but it has c� 1.

5.2. The cases νc � A2 � 1/νc and A2 = Os(1/νc). Figure 5.1(a)
shows the pattern solution for parameter values typical of the region considered in
section 5.1. As A is decreased, the gently undulating profile for u changes into a spiked
pattern (Figure 5.1(b)). Mathematically this is reflected by the pattern developing two
different length scales. The spikes have width Os(1) as ν → ∞, while their separation
is Os(ν

1/2c1/2/A). The solution differs slightly in the two cases νc� A2 � 1/νc and
A = Os(1/νc), and I consider them together, commenting on differences as they arise.

I begin by considering the spikes. I substitute U(z) = c−1/2ν−1/2U(z) and
W (z) = c1/2ν1/2W (z) into (1.2), giving

U
′′
+ cU

′
+W U

2 −BU = 0,(5.1a)

(ν + c)W ′ + ν1/2c1/2A−W − νcW U
2
= 0 .(5.1b)

The appropriate expansions of the solutions are

(5.2) U = U0 + cU1 + h.o.t. and W =W 0 + cW 1 + h.o.t.
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Fig. 5.1. (a) and (b) Two examples of pattern solutions of (1.1), plotted over one period (wave-
length). The patterns in (a) and (b) are representative of those in the parameter regions studied
in sections 5.1 and 5.2, respectively. The pronounced spike in u for (b) is reflected mathemati-
cally by the dependence of the solution on two different length scales, with different ν-scalings. The
parameter values are B = 0.45, ν = 200, c = 0.15, and (a) A = 1.3, (b) A = 0.4. The patterns
were calculated by numerical continuation along the branch of periodic solutions of (1.2), starting at
the Hopf bifurcation point [30]. Numerical continuation was performed using the software package
auto [28]. Note that the coordinate on the horizontal axis is the travelling wave coordinate divided
by the period (wavelength), which is 13.0 for (a) and 49.8 for (b). (c) The variation in the leading
order pattern wavelength with c, for fixed values of the other parameters, in the case A2 = Os(1/νc).

The wavelength is L0A−1c1/2ν1/2, with L0 given by (5.7). I have omitted tickmarks on the axes to
emphasize the qualitative form, but this figure is a plot, not a sketch. The parameters are A = 0.3,
B = 0.45, ν = 200, and the axes ranges are 0 ≤ c ≤ 0.5 and 700 ≤ wavelength ≤ 1800. The
leading order approximation to the homoclinic limit, c = 24B2/7A2ν, is 0.038. This is in good
agreement with results from numerical simulation; for example, in Figure 2.1(a), which uses the
same parameters, the relevant intersection of the homoclinic locus and the line A = 0.3 occurs at
c = 0.042.

The leading order solution of (5.1) is directly analogous to that in section 3: W 0 = k0
and U0 =

(
B
/
k0
)
U∗ (B1/2z;α

)
, where α ∈ [1, 3/2] and k0 are constants of integra-

tion.
Between the spikes, I write U

(
z
)
= c−1/2ν−1/2U(z) and W

(
z
)
= c1/2ν1/2W (z)

with z = Ac−1/2ν−1/2z, giving

A2c−1ν−1
(
d2U

/
d z 2

)
+Ac1/2ν−1/2

(
dU
/
d z
)
+W U

2
−BU = 0,(5.3a) (

Aν1/2c−1/2 +Aν−1/2c1/2
)
dW

/
dz + ν1/2c1/2A−W − νcW U

2
= 0 .(5.3b)

The appropriate expansions are

(5.4) U = U0 + cU1 + h.o.t. and W =W 0 + cW 1 + h.o.t.

To leading order, (5.3a) is W 0U
2

0 − BU0 = 0. The possibility U0W 0 ≡ B gives a
solution that matches at leading order, albeit with a form that differs qualitatively
from numerical simulations such as those in Figure 5.1(b). However, for the resulting
higher order terms, matching between the spike and interspike solutions is impossible
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(details are omitted for brevity). Therefore U0 ≡ 0. Then the leading order solution

for W 0 is a constant, W 0 = k0.

Matching the spike and interspike solutions requires k0 = k0 and U0(z) → 0
as z → ±∞ ⇒ α = 3/2. For this value of α, U∗ has the simple form U∗(ξ) =
3
2 sech

2 (ξ/2). The common value of k0 and k0 remains undetermined; this depends
on higher order terms, which I now consider. In the interspike region, substituting

(5.4) into (5.3) with U0 = 0 implies that U1 = 0. The highest order undetermined

terms in (5.3b) are then Os(Aν
1/2c1/2), and the resulting equation for W 1 depends

on the scaling for A:

νc� A2 � 1/νc : dW 1

/
d z + 1 = 0 ⇒W 1 = −z + k1,(5.5a)

A2 = Os(1/νc) : dW 1

/
d z + 1− k0/(Aν

1/2c1/2) = 0

⇒W 1 =
(
k0/(Aν

1/2c1/2)− 1
)
z + k2,(5.5b)

where k1 and k2 are constants of integration.
For higher order terms in the spikes, I substitute (5.2) into (5.1b), giving

dW 1/dz =W 0U
2

0 = (9B2/4k0) sech
4
(
zB1/2/2

)
⇒W 1 = k1 + (9B3/2/2k0)

[
tanh

(
zB1/2/2

)
− 1

3 tanh
3
(
zB1/2/2

)]
,(5.6)

where k1 is a constant of integration. In (5.1a), the highest order undetermined terms
are Os(c); using (5.6) and the solutions for U0 and W 0, one obtains an equation for
U1, which can be solved in closed form by standard methods. However, the algebra is
very involved, and I omit the details for brevity; a maple worksheet that performs the
various calculations is available in [31]. The solution has two constants of integration,

κ1 and κ2 say. One of these, κ1 say, is determined by the condition U1
′
(0) = 0.

For κ2 one must consider the condition U1 → 0 as z → ±∞, which is required for

matching with the interspike solution (recall that U0 and U1 are both identically zero).

Asymptotic expansion of the solution for U1 shows that U1 = Υ±(e±
√
Bz+12)+o(1) as

z → ±∞, where Υ± are functions of k0, k1, B, and κ2. Thus the matching conditions
are satisfied ⇔ Υ+ = Υ− = 0. Solving these algebraic equations determines κ2 and
implies that k0 = B

√
24/7.

There remains one outstanding aspect of the matched leading order solutions in
the spike and interspike regions: the spike separation, which gives the leading or-
der pattern wavelength. The scaling for this quantity mirrors that for z, namely

L0A
−1c1/2ν1/2, where L0 = Os(1) as ν → ∞. To determine L0, I consider match-

ing W 0 + cW 1 and W 0 + cW 1. Since W 0 and W 0 are (equal) constants, I require

W 1(+∞) = W 1

(
z0
)
and W 1(−∞) = W 1(z0 + L0) for some z0. Substituting (5.5),

(5.6), and the expression for k0 into these matching conditions gives

νc� A2 � 1/νc : L0 =
√
21B/2,

A2 = Os(1/νc) : L0 =
√
21B/2 (Aν1/2c1/2)

(
Aν1/2c1/2 −B

√
24/7

)−1

.(5.7)

Therefore for νc � A2 � 1/νc (and 1/ν � c� 1) there is always a pattern solution,

and the leading order pattern wavelength L0A
−1c1/2ν1/2 increases as A decreases.
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For A2 = Os(1/νc) this trend continues, and the wavelength tends to infinity as the
curve A2c = 24B2/7ν is approached. This homoclinic locus gives the lower limit on
A for patterns, and its leading order form is the same as those calculated in sections 3
and 4. Figure 5.1(c) illustrates the variation in the leading order pattern wavelength
with c in the case A2 = Os(1/νc). Note in particular that the wavelength has a
minimum at c = 96B2/(7A2ν). Intuitively, one can regard patterns above/below the
curve A2c = 96B2/7ν as originating from a Hopf bifurcation of (u+, w+)/(u−, w−).
In section 3, I showed that when c = Os(1/ν) and A = Os(1) with A < 2B, the
wavelength decreases with α and therefore its minimum is on A2c = 4B2Q (αmin) /ν.
As A/2B → 0, αmin → 3/2 ⇒ Q(αmin) → 24/7, so that the two results are in direct
correspondence.

6. The instability of patterns with c � 1.

6.1. The cases c = O(1/ν) and 1/ν � c � 1, A2 = Os(νc). For the
parameter regions studied in sections 3, 4, and 5.1, I showed that patterns have the
form U = U∗ (B1/2z

)
with W constant, to leading order as ν → ∞. I now use this to

show that these patterns are all unstable as solutions of (1.1) for sufficiently large ν.
My argument regarding pattern stability is exactly the same for the three pa-

rameter regions corresponding to sections 3, 4, and 5.1, and I present it only for
c = Os(1/ν), corresponding to section 3. I begin by rewriting (1.1) using z and t
rather than x and t, linearizing these equations about the pattern solution u = U(z),
w = W (z), and substituting u − U(z) = UE(z)e

λt, w −W (z) = WE(z)e
λt into these

linearized equations. Here λ ∈ C is an eigenvalue and UE(z), WE(z) ∈ C are the
corresponding eigenfunctions. This gives

λUE = U ′′
E + cU ′

E + 2UWUE + U2WE −BUE ,(6.1a)

λWE = (ν + c)W ′
E −WE − 2UWUE − U2WE .(6.1b)

For uniqueness, I fix the L2-norm of (UE ,WE) to be 1. The appropriate boundary
condition is

(6.2) (UE(L),WE(L)) = eiγ (UE(0),WE(0)) ,

where L is the (minimal) period of the pattern (U,W ), and γ ∈ R is arbitrary.
Formally, this boundary condition can be derived using Floquet theory [32, 33]. In-
tuitively, the (complex-valued) components of the eigenfunction cannot change in
amplitude across a period of the pattern; otherwise the eigenfunction would grow
without bound on −∞ < z <∞. Also the phase difference must be the same for UE

and WE since they are coupled in (6.1), but otherwise it is unconstrained.
To show instability, it is sufficient to show that there is one eigenvalue with

positive real part. I will show this for an eigenfunction for which WE = o(1) as
ν → ∞. Therefore I substitute

U = (B/k0)U
∗
(
B1/2z

)
+ o(1), W = k0+ o(1), UE = UE,0+ o(1), λ = λ0+ o(1)

into (6.1a) with WE = o(1), giving

(6.3) λ0UE,0 = U ′′
E,0 + 2BU∗

(
B1/2z

)
UE,0 −BUE,0

to leading order as ν → ∞. I now make the substitutions

(6.4) z =
z∗√
B
, L =

Z∗
√
B
, U∗ =

(
1

2
− 6V

)D
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340 JONATHAN A. SHERRATT

Fig. 6.1. Eigenvalues of Lamé’s equation (6.7). The solid curves are the boundaries
μ1, μ2, . . . , μ7 of the intervals containing eigenvalues, which are indicated by gray spots. The curves
were calculated using the method of Eilbeck and Enol’skii [37], which generates a seventh order
polynomial whose roots are the μi’s.

in (3.4) and (3.2), giving(
V (z∗)
dz∗

)2

= 4V 3 − 1

12
V − 1

216

(
6α2 − 4α3 − 1

)
,(6.5)

V ′(0) = 0, V ′′(0) > 0.(6.6)

Equation (6.5) is satisfied by the Weierstrass elliptic function ℘ [34, Chapter 23], [35].
In general, this function is complex-valued, and the finite real-valued periodic solution
satisfying (6.6) is V = ℘ (z∗ + iΩ; g2, g3). Here g2 = 1

12 and g3 =
1

216

(
6α2 − 4α3 − 1

)
are the Weierstrass invariants, and Z∗ and 2Ωi are the minimal periods (Z∗, Ω ∈ R).
Writing z∗∗ = z∗ + iΩ and substituting (6.4) and λ0 = Bμ into (6.2), (6.3) gives

d2UE,0/dz
∗∗ 2 = 12℘ (z∗∗)UE,0 + μUE,0,(6.7)

UE,0|z∗∗=iΩ = eiγUE,0|z∗∗=Z∗+iΩ (γ ∈ R arbitrary).(6.8)

Equation (6.7) is Lamé’s equation [34, Chapter 29], [36] with degree 3, for which the
eigenvalues μ are all real and consist of four (the degree plus 1) distinct intervals:
(−∞, μ1], [μ2, μ3], [μ4, μ5], and [μ6, μ7] (μ1 < μ2 < · · · < μ7). Figure 6.1 illustrates
the dependence of the μi’s on α; note that μ4 = 0 for all α, corresponding to the
solution UE,0 (z

∗∗) = ℘ ′ (z∗∗). The key implication of these considerations is that
two of the intervals containing eigenvalues lie in the right-hand half of the real line,
and thus for any α ∈ (1, 3/2) there is a continuum of possible positive values of μ.
Correspondingly, there are solutions of (6.3) with λ0 real and positive, and thus the
pattern (U,W ) is unstable for sufficiently large ν.

6.2. The case 1/ν � c � 1, A2 � νc. I now consider pattern stability in
the parameter region studied in section 5.2. I have shown that in this case, patterns
consist of spikes whose width isO(1) as ν → ∞, but whose separations areOs(

√
νc/A),

and in section 5.2 I constructed matched spike and interspike solutions. I will now
show that these patterns are also all unstable for sufficiently large ν. To do this, I
will construct a corresponding matched eigenfunction corresponding to a real positive
eigenvalue.

I take both the U and W components of my eigenfunction to be Os(c) in the
interspike region, so that it is sufficient to consider only the solution in the spike.
Following the procedure in section 6.1, I rewrite (1.1) using z and t, linearize about
the pattern solution u = c1/2ν1/2U(z), w = c−1/2ν−1/2W (z), and substitute u −
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c1/2ν1/2U(z) = UE(z)e
λt, w − c−1/2ν−1/2W (z) = WE(z)e

λt into these linearized
equations. This gives

λUE = U
′′
E + c U

′
E + 2U W UE + νcU

2
WE − BUE ,(6.9a)

λWE = (ν + c)W
′
E −WE − 2U W UE − νcU

2
WE .(6.9b)

For uniqueness, I fix the L2-norm of (UE ,WE) to be 1.
I have shown in section 5.2 thatW = k0+O(c) and U =

(
3B
/
2k0
)
sech2

(
B1/2z/2

)
+ O(c). Substituting these together with UE = UE,0(z) + O(c), WE = O(c), and
λ = λ0 +O(c) into (6.9a) gives

(6.10) λ0UE,0 = U
′′
E,0 + 3Bsech2

(
B1/2z/2

)
UE,0 −BUE,0 .

I require that UE,0 matches the O(1) part of the eigenfunction in the interspike
region, which is zero; thus the appropriate boundary conditions are UE,0 → 0 as
z → ±∞.

Equation (6.10) is exactly (6.3) with α = 3/2, and it can therefore be converted to
Lamé’s equation by substitutions equivalent to those used in section 6.1. At this lim-
iting value of α, Lamé’s equation reduces to Legendre’s equation [34, Chapter 14]. In
fact, rewriting (6.10) using T = tanh

(
B1/2z/2

)
gives the standard form of Legendre’s

equation. One can then exploit the known closed form solutions of this equation.
In particular, the associated Legendre function P 3

3 (T ) corresponds to the solution
UE,0(z) = κ sech3

(
B1/2z/2

)
with λ0 = 5B/4, where the constant κ is determined by

the normalization condition. This gives a leading order matched eigenfunction corre-
sponding to a real positive eigenvalue, implying that the pattern (U,W ) is unstable
as a solution of (1.1).

7. Small amplitude patterns for c = Os(1). I now consider the case c =
Os(1) as ν → ∞. I will not attempt a comprehensive study of this parameter region.
Rather, I will restrict myself to proving that for the leading order equations for large
ν, the small amplitude patterns in the immediate vicinity of the Hopf bifurcation
locus are stable for some values of c and unstable for others.

For algebraic simplicity I make the substitutions

ǔ = (B/A)u, w̌ =
(
A/B2

)
w, x̌ = B1/2x, ť = Bt, č = B−1/2c, Γ = A2/

(
νB5/2

)
.

In terms of these new variables, the leading order form of (1.1) as ν → ∞ is

∂ǔ/∂ť = ∂2ǔ/∂x̌2 + w̌ǔ2 − ǔ,(7.1a)

0 = ∂w̌/∂x̌+ Γ
(
1− w̌ǔ2

)
,(7.1b)

and the corresponding leading order travelling wave equations are

d2Ǔ/dž2 + č dǓ/dž + W̌ Ǔ2 − Ǔ = 0,(7.2a)

dW̌/dž + Γ
(
1− W̌ Ǔ2

)
= 0,(7.2b)

where ǔ(x̌, ť) = Ǔ(ž) and w̌(x̌, ť) = W̌ (ž), ž = x̌ − čť. Equations (7.2) have a unique
steady state Ǔ = W̌ = 1, and calculation of the eigenvalues shows that for each
č ∈ (0,∞), this steady state undergoes a Hopf bifurcation at exactly one value of
Γ = ΓH ≡

(
č2 + 2−

√
č4 + 4

)
/(2č). Figure 7.1 illustrates the locus of these Hopf
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Fig. 7.1. Existence and stability of pattern solutions of (7.1). The black curve is the locus
of Hopf bifurcation points of (7.2); patterns exist to the left of this curve. The gray curve is the
boundary between stable and unstable patterns. These curves were calculated using the software
package wavetrain [30, 32, 38]. Full details of the wavetrain input files, run commands, and plot
commands are given in [31].

bifurcation points in the Γ–č plane. Calculation of the normal form (see Appendix B)
shows that at each point on this locus, the branch of limit cycles (patterns) leaves in
the direction of decreasing Γ.

The main result of this section is the following.
Proposition. For a given value of č ∈ R

+, let Γ = ΓH(č) − δ(č). Then if
č �=

√
2, the small amplitude pattern solution of (7.2) is unstable as a solution of

(7.1) for sufficiently small δ, while for č =
√
2 it is stable for sufficiently small δ.

Figure 7.1 shows numerical results on the stability of periodic travelling wave
solutions of (7.1), calculated using the software package wavetrain [30]. These are
in direct accord with the proposition. There is a curve in the Γ–č plane separating
stable and unstable solutions; this curve lies to the left of the Hopf bifurcation locus
and touches it at Γ =

√
2− 1, č =

√
2.

Proof. The eigenfunction equation governing pattern stability is

λ̌ǓE = d2ǓE/dž
2 + č dǓE/dž + (2ǓW̌ − 1)ǓE + Ǔ2W̌E ,(7.3a)

0 = dW̌E/dž − Γ
(
2ǓW̌ ǓE + Ǔ2W̌E

)
,(7.3b)

where (ǓE , W̌E) is the eigenfunction and λ̌ is the corresponding eigenvalue. As
discussed in section 6, the appropriate boundary condition is ǓE(0) = eiγǓE(L),
W̌E(0) = eiγW̌E(L), with γ ∈ R arbitrary. Since the Hopf bifurcation is non-
degenerate (see Appendix B), Ǔ = 1 + o(δ) and W̌ = 1 + o(δ) as δ → 0; recall
that δ = ΓH −Γ. I denote by λ̌0, ǓE,0(ž), and W̌E,0(ž) the Os(1) contributions to λ̌,
ǓE(ž), and W̌E(ž) as δ → 0. Then to leading order as δ → 0, (7.3) becomes

λ̌0ǓE,0 = d2ǓE,0/dž
2 + č dǓE,0/dž + ǓE,0 + W̌E,0,(7.4a)

0 = dW̌E,0/dž − ΓH

(
2ǓE,0 + W̌E,0

)
.(7.4b)

There are three linearly independent solutions of (7.4), each proportional to esž with
s being one of the three roots of

(7.5) (s− ΓH)
(
s2 + čs+ 1− λ̌0

)
+ 2ΓH = 0 .
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The boundary conditions require s to be purely imaginary, say s = iq with q ∈ R.
Using this and eliminating Im λ̌0 between the real and imaginary parts of (7.5) gives

(7.6) Re λ̌0 =

(
Γ4
H − 6Γ2

H + 1
)
−
(
2q2 + Γ2

H − 1
)2

4 (Γ2
H + q2)

.

Now the pattern is unstable for sufficiently small δ if Re λ̌0 > 0 for any q ∈ R, i.e., if

0 < Γ4
H − 6Γ2

H + 1 =
(√

2− 1− ΓH

)(√
2 + 1− ΓH

)(
Γ2
H + 2

√
2ΓH + 1

)
.

Now ΓH(č) > 0 with a unique local maximum at č =
√
2, ΓH =

√
2 − 1. Therefore

the pattern is unstable, for sufficiently small δ, if č �=
√
2.

When č =
√
2, Re λ̌0 ≤ 0 for all q. No conclusion can be drawn from this about

the stability of the pattern for small δ: since Re λ̌0 becomes zero as q is varied,
stability will depend on O(δ) contributions to λ̌. To investigate stability in this case,
I adopt a different approach. I consider stability of the steady state ǔ = w̌ = 1
of (7.1). Linearizing (7.1) about this steady state and using the solution ansatz
(ǔ− 1, w̌ − 1) ∝ exp

(
Λť+ iǩx̌

)
yields the dispersion relation

ReΛ =
[
Γ4 − 6Γ2 + 1−

(
2ǩ2 + Γ2 − 1

)2] / [
4
(
Γ2 + ǩ2

)]
.

Therefore (ǔ, w̌) = (1, 1) changes stability when Γ4− 6Γ2+1 = 0, with the associated
wavenumber being ǩ = [(1− Γ2)/2]1/2 ⇒ Γ < 1. Thus stability is lost as Γ decreases
through

√
2 − 1. As expected, this is exactly the value of Γ at which ΓH(č) has its

maximum; for (7.1) it is a Turing bifurcation point. Moreover, the fact that the limit
cycle branches of (7.2) leave the Hopf bifurcation locus in the direction of decreasing Γ
(see Appendix B) implies that the Turing bifurcation is supercritical. General theory
(e.g., [39, 40]) then implies that (7.1) has stable small amplitude patterns for Γ below
and sufficiently close to the Turing bifurcation value of

√
2 − 1. This completes the

proof of the proposition.

8. Discussion. The upslope migration of banded vegetation is a major contro-
versy dating back to the first reports of these patterns in Africa in the 1950s and
’60s. The evidence for migration of some of these patterns is extremely strong. This
includes measurements of pattern location relative to ground benchmarks [41, 42] and
indirect measures such as differences in seedling density and plant death on the up-
slope and downslope sides of the bands [22, 24, 43], and the use of radioactive isotopes
to determine soil dynamics [44, 45]. However, there is also compelling evidence that
other banded vegetation patterns are static, again involving both direct data [4, 46]
and indirect measures [6, 25]. An important contribution to this debate comes from
the recent Ph.D. thesis of Deblauwe [23], which makes a careful comparison between
recent satellite images and those from the 1960s and ’70s; declassified spy satellite
images are an important source for the older data. This work revealed very clear
evidence of upslope migration in three cases, but no evidence of migration at three
other sites.

One natural potential explanation for pattern migration being detected at some
locations and not at others is that in the latter, migration speeds are simply too low
to be detectable over time scales of a few decades. This would require migration
speeds that are at least an order of magnitude less than values recorded in direct
measurements (0.3–0.8 m/year [23, 41, 42]). For the Klausmeier model (1.1), pre-
vious numerical bifurcation studies have shown that pattern solutions with very low

D
ow

nl
oa

de
d 

04
/1

6/
13

 to
 1

37
.1

95
.2

6.
10

8.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

344 JONATHAN A. SHERRATT

speeds do exist [27] (see Figure 2.1(a)). However, in this paper I have shown that
these very slowly moving patterns are unstable as solutions of the model equations
(1.1). Moreover, I have shown in section 6 that this instability is associated with
an eigenvalue of real part at least B. Using the nondimensionalization and param-
eter estimates of Klausmeier [7], the corresponding dimensional doubling time for
perturbations (log 2/4B years) is between 5 months and 4 years depending on vege-
tation type, which is significantly less than the time scale (decades) over which some
patterns are stationary in the field. This argues strongly for a dominant role being
played by an additional factor that is not included in the Klausmeier model. One
possibility for this factor is changes in soil structure. The continual water run-off in
the interbands causes a gradual loss of materials, which are deposited on the uphill
side of the vegetation bands. This leads to hard, dense soils immediately above the
bands, which inhibit seed germination [4]. Another possibility is that seed dispersal
may be preferentially oriented in the downslope direction, due to transport in run-
off [47]. Thompson and Katul [48] developed mathematical models that incorporate
this “secondary seed dispersal” and demonstrated stationary vegetation patterns in
model simulations.

The pattern solutions of (1.1) are periodic travelling waves (PTWs). For most
systems, PTWs can be studied only numerically [30]. For the Klausmeier model (1.1),
I have obtained a complete analytical description of the PTWs with c� 1/ν, to lead-
ing order for large ν. This includes explicit formulae for the rainfall range over which
there are PTWs. My results are formal, and a natural area for future work is to at-
tempt to establish them rigorously, for example, using geometric singular perturbation
theory [19, 20, 21]. An analytical calculation of PTWs is very unusual; other examples
include the piecewise constant Fitzhugh–Nagumo equation [49], λ–ω reaction-diffusion
systems [50], and the complex Ginzburg–Landau equation [51]. The latter two cases
are the only examples for which I am aware of previous analytical results on PTW
stability. In both of these cases, stability reduces to an algebraic eigenvalue prob-
lem because the equations can be rewritten using the solution amplitude and phase
gradient as variables; the PTW solutions then become homogeneous equilibria.

The fact that all of the PTWs of (1.1) with c = o(1) as ν → ∞ are unstable
precludes uninterrupted expanses of the patterns. However, it does not mean that the
solutions are entirely irrelevant in applications. General theory of PTW stability [33,
52] implies that the parameter region giving unstable waves will subdivide into waves
that are absolutely unstable and those that are only convectively unstable. The latter
parameter region is typically adjacent to that giving stable waves and corresponds
to all unstable linear modes being mobile; absolute instability means the existence
of stationary unstable linear modes. Convectively unstable PTWs can be permanent
features of PDE solutions, appearing as long-term spatiotemporal transients [53, 54,
55]. It is only below the absolute stability threshold that PTWs will never be seen
as a component of the solution. Even then, a knowledge of the PTW solutions can
be helpful in understanding the observed spatiotemporal dynamics [56]. Calculation
of the boundary in parameter space between convectively and absolutely unstable
patterns for (1.1) is currently out of reach, even numerically [32], and is an important
challenge for future research.

Appendix A. In this appendix, I give the details of various calculations that
underlie my investigation of the form and existence of patterns for c = Os(1/ν). For

notational simplicity, I write L0

√
B/2 = 
, and I define In =

∫ �

−�
U∗(ξ)ndξ (n ∈ N);

thus I0 = L0

√
B.
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A.1. Derivation of (3.8). Equation (3.3) ⇒ U ′
0(2k0U0 − B) = −U ′′′

0 . Multi-
plying (3.7) through by U ′

0 therefore gives

(A.1) CU ′2
0 +W1U

2
0U

′
0 = U ′′′

0 U1 − U ′
0U

′′
1 = (U ′′

0 U1 − U ′
0U

′
1)

′.

Periodicity of U1 requires[
U0(z) + ν−1U1(z)

]z=(L0+ν−1L1)/2

z=−(L0+ν−1L1)/2
= O

(
ν−2

)
⇒ [U1(z)]

z=L0/2
z=−L0/2

= −L1U
′
0(L0/2).

Similarly, U ′
1(L0/2) − U ′

1(−L0/2) = −L1U
′′
0 (L0/2). Since U0 and its derivatives are

periodic with period L0, it follows that U
′′
0 U1−U ′

0U
′
1 has the same value at z = ±L0/2,

and thus integrating (A.1) between −L0/2 and L0/2 gives

(A.2) C = −
∫ z=L0/2

z=−L0/2

W1(z)U
2
0 (z)U

′
0(z)dz

/∫ z=L0/2

z=−L0/2

U ′2
0 (z)dz .

The solution for W1 is given by integrating (3.5); (A.2) is independent of the constant
of integration, and∫ L0/2

−L0/2

W1U
2
0U

′
0 = (k0 −A)k−3

0 B5/2

∫ �

−�

ξU∗(ξ)2U∗′
(ξ)dξ

+ B9/2k−4
0

∫ ξ=�

ξ=−�

U∗(ξ)2U∗′
(ξ)

∫ ζ=ξ

ζ=0

U∗(ζ)2dζ dξ using (3.3)

= B9/2k−4
0 (Y (α)T1 + T2) using (3.6),(A.3)

where T1 = −
∫ �

−�

ξ

(
d

dξ

)[
1
3U

∗(ξ)3
]
dξ = 1

3

(
I3 − β3I0

)
(A.4)

and T2 =

∫ ξ=�

ξ=−�

∫ ζ=ξ

ζ=0

U∗(ξ)2dζd ξ = 1
3 (β

3I2 − I5).(A.5)

In simplifying the formulae for T1 and T2, I use U∗(±
) = β. I now consider the
denominator in (A.2):

(A.6)
(
k20/B

5/2
)∫ z=L0/2

z=−L0/2

U ′
0(z)

2dz =

∫ �

−�

U∗′
(ξ)2dξ =

[(
2
3α

3 − α2
)
I0 − 2

3I3 + I2
]

using (3.4). Differentiating (3.4) and multiplying through by U∗n gives

U∗nU∗′′
+ U∗n+2 − U∗n+1 = 0

⇒
(
U∗nU∗′)′

− nU∗n−1
(
2
3α

3 − α2 − 2
3U

∗ 3 + U∗ 2
)
+ U∗n+2 − U∗n+1 = 0

⇒ (2n+ 3)In+2 − (3n+ 3)In+1 − (2α3 − 3α2)nIn−1 = 0.(A.7)

This recurrence relation enables I3, I4, and I5 to be expressed in terms of I0 = L0

√
B,

I1, and I2. Also (3.4) implies immediately that I1 = I2. This enables (A.3)–(A.6) to
be combined and simplified to give (3.8), using Y = I1/I0.

A.2. Behavior as α → 1+ and α → 3
2

−
. As α → 1+, the amplitude of U∗

decreases to zero ⇒ I1 − I0 → 0 ⇒ Y → 1. The value of Q(1) can be found by
calculating the leading order term in Y (α) − 1 as α → 1+. However, the algebra
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is rather involved, and a simpler argument is available, as follows. When A ≥ 2B,
the steady states (u±, w±) in (1.2) undergo a Hopf bifurcation at the values of c
given in (2.2b), (2.2c). Since α = 1 at the bifurcation point, (3.8) implies that the

corresponding values of C must equal (B/k0|α=1)
2
Q(1), with the two different values

in (2.2b), (2.2c) corresponding to the two roots of (3.6) for k0. From (3.6), it follows
that Q(1) = 2.

I now consider behavior as α → 3
2

−
on the solution branch corresponding to the

larger root of (3.6) for k0, focusing on the direction of approach of C to its limiting
value Chc. The function U∗(ξ) is monotonic for ξ ∈

(
−L0

√
B/2, 0

)
. Therefore the

integration variable in I2 can be changed from ξ to U∗, giving

I2|α=3/2 = 2

∫ 3/2

0

U∗ (1− 2
3U

∗)−1/2
dU∗ = (9/2)

∫ 1

0

τ(1 − τ)−1/2 dτ = 6.

Denoting by K the complete elliptic integral of the first kind [29, section 3.131.5],
(3.3), (3.4) give

(A.8) L0 =

(
48

(4α+ 2β − 3)B

)1/2

K

(√
2α− 2β

4α+ 2β − 3

)
.

Standard references (e.g. [34, section 19.12.1]) give the asymptotic behavior of K as
its argument approaches 1, which implies I0 = B1/2L0 = − log(32 − α) + O(1) as

α → 3
2

−
. Therefore Y ≡ I2/I0 ∼ −6/ log(32 − α) as α → 3

2

−
. Substituting this into

(3.8) gives

(A.9) Q(α) =

(
24

7

)
+ 12

/
log

(
3

2
− α

)
+ h.o.t.

as α→ 3
2

−
. The larger root of (3.6) is

(A.10) k0 =
A

2
+

√
A2

4
−B2Y = A+ 6

(
B2

A

)/
log

(
3

2
− α

)
+ h.o.t.

Substituting (A.9) and (A.10) into (3.8) implies

C =
24B2

7A2
+

12B2

A2

(
1− 24B2

7A2

)/
log

(
3

2
− α

)
+ h.o.t.

It follows that as α → 3
2

−
, C approaches Chc = 24B2/(7A2) from below if 24B2 >

7A2, and from above otherwise. Finally, comparison of Chc with Chopf = 1/2
[
(A/B)−

{(A/B)2 − 4}1/2
]2

(see (2.2b)) shows that Chc < Chopf ⇔ A <
[
6B/(2

√
21− 7)

]
.

A.3. Monotonicity of L0, Y , and Q. The plots in Figure 3.1 suggest that
L0, Y , and Q are increasing, decreasing, and increasing functions of α, respectively.
To consider this in detail it is helpful to use U∗(ξ) = 1

2 − 6℘ (ξ + iΩ; g2, g3), which
follows from (6.4, 6.5, 6.6). I denote by 2ω and 2Ωi the minimal periods of ℘(.)
(ω,Ω ∈ R). Thus L0 = 2ωB1/2. The Weierstrass invariants are g2 = 1

12 and g3 =
1

216 (2ψ − 1), where ψ = 3α2 − 2α3; these imply that the discriminant g32 − 27g23 =
ψ(1 − ψ)/432. Since I am considering α ∈ (1, 32 ), it follows that ψ ∈ (0, 1) and that
the discriminant is strictly positive. The Weierstrass eta-function η is defined by
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η = − 1
2

∫ x0=2ω

x0=0 ℘ (x0 + z0) dx0, which is independent of z0 ∈ C [34, sections 23.2.7

and 23.2.11]. Thus I1 = ω + 12η, while I0 = 2ω, implying Y (α) = 1
2 + 6η/ω.

Formulae for ∂ω/∂g3 and ∂η/∂g3 can be obtained using the approach of [57].
Using these, one obtains the following, after considerable algebraic simplification:

dL0

dα
=
α(α− 1)(Y − ψ)L0

ψ(1− ψ)
,(A.11a)

dY

dα
=

−α(α− 1) [Y (Y − ψ) + ψ(1− Y )]

ψ(1− ψ)
,(A.11b)

dQ

dα
=

2α(α− 1)D
7(Y − ψ)2ψ(1 − ψ)

,(A.11c)

where D = 7Y 4 − 28ψY 3 − (35ψ2 − 77ψ)Y 2 + (6ψ3 + 26ψ2 − 60ψ)Y + 10ψ2 − 3ψ3.

Integrating (3.4) over one period and using (A.7) gives Y −ψ = (5/I0)
∫ I0/2

−I0/2
U∗′2 > 0.

Therefore Y > ψ; also α > 1 and ψ ∈ (0, 1). Hence dL0/dα > 0. Now Y → 1 as
α → 1+, since α = 1 is the Hopf bifurcation limit at which U∗ ≡ 1. Asymptotic
expansions of U∗ and I0 show further that, for α− 1 strictly positive and sufficiently
small, Y < 1; details of this calculation are omitted for brevity but are given in [31].
From (A.11b) it follows that dY/dα < 0 for α − 1 small and positive, and thus Y
remains < 1 as α increases, so that dY/dα remains negative.

For Q, (A.11c) implies that dQ/dα has the same sign as D. I have been unable
to show analytically that D > 0 throughout the solution, but (A.11) enables a very
robust numerical demonstration. Equation (A.11b) can be solved with very high
accuracy to determine Y (α); this approach offers much better error control than the
direct evaluation of the integrals I0 and I1 that was used for Figure 3.1. A starting
point is required for the numerical solution, and the end points α = 1 and α = 3/2
are both unsuitable, being singularities for (A.11b). Fortunately a suitable interior
starting point is available, namely α =

(
1 +

√
3
)
/2. This gives ψ = 1/2 ⇒ g3 = 0,

which is the “lemniscatic” case of ℘(.), for which exact formulae for ω and η are
available [34, sections 23.5.2 and 23.5.4]. Using these, one obtains Y ((1 +

√
3)/2) =

1
2 +

√
3Γ(3/4)4

/
(2π2). I solved (A.11b) numerically from this starting point, for both

increasing and decreasing α. Throughout the integration, I monitored the value of D;
it remains positive throughout 1 < α < 3/2. Hence dQ/dα > 0.

Appendix B. In section 7, I stated that in (7.2), the branch of pattern solutions
emanating from any point on the locus of Hopf bifurcations leaves that point in the
direction of decreasing Γ. In this appendix, I give details of the calculations on which
this statement is based. My discussion will be deliberately brief; a maple worksheet
that performs the various calculations is available in [31].

Recall that (7.2) has a unique equilibrium Ǔ = W̌ = 1, which has exactly one
Hopf bifurcation as Γ is varied, for any given value of c. Algebraically, it is most
convenient to replace the parameter c by the imaginary part ω ∈ (0, 1) of the purely
imaginary eigenvalues at this Hopf bifurcation point; the appropriate substitution is
c =

√
1− ω4/ω, and the Hopf bifurcation locus is then Γ = ΓH ≡ ω

√
1− ω4/(1+ω2).

I denote by μ(Γ, ω) the eigenvalue that is equal to iω at Γ = ΓH . Consider now
Γ = ΓH + ε; then μ = iω + ε∂μ/∂Γ|Γ=ΓH + O(ε2) as ε → 0. Substituting these into
the characteristic equation and equating coefficients of ε shows that

∂Reμ

∂Γ

∣∣∣∣
Γ=ΓH

=
1 + ω2 + ω4 + ω6

2 (1− ω2 + ω4 + ω6)
,
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which is > 0 for all ω ∈ (0, 1). Therefore the real part of the complex conjugate pair
of eigenvalues changes from negative to positive as Γ increases through ΓH .

It is now necessary to determine whether the Hopf bifurcation is subcritical or
supercritical. This involves a standard though somewhat laborious calculation of the
first Lyapunov coefficient l1(0) for the Hopf bifurcation1 [58, 59], which gives

(B.1) l1(0) =

√
1− ω4

[
36ω6

(
20ω4 + 20ω2 + 9

)
+
(
2ω2 + 1

)((
18ω2 − 5

)2
+ 11

)]
72 (3− ω2) (1− ω2 + 4ω4 + 4ω6) (1− ω2 + ω4 + ω6)

.

Therefore l1(0) > 0 for all ω ∈ (0, 1), implying that the Hopf bifurcation is subcritical.
Therefore the pattern (limit cycle) solution branch leaves the Hopf bifurcation point
in the direction in which Reμ > 0, i.e., in the direction of decreasing Γ.

Acknowledgments. I am very grateful to Yurii Brezhnev, Chris Eilbeck, Mat-
thew England, and Peter Walker for helpful discussions.
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