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Abstract—It is known that in many queueing systems fluid limits are deterministic functions.
Models and conditions which lead to random fluid limits have not received much attention.
This paper is devoted to a study of a queueing network whose fluid limits admit a random and
uncountable branching at certain points. Stability conditions for this model are investigated
by the use of recent results from the theory of branching processes.

1. INTRODUCTION. THE FLUID APPROXIMATION APPROACH

Let {X(t), t ≥ 0} be a Markov process which describes the dynamics of a stochastic queueing
network and possesses the strong Markov property, and let | · | be a certain nonnegative (test)
function satisfying a number of “good” properties (say, a semi-norm). We provide here a short
informal description of the fluid approximation approach for the study of stability (ergodicity),
which was proposed originally in [1–3] and developed further by many authors (see, e.g., [4–9] and
references therein).

Consider initial states x such that |x| > 0, and introduce a family of processes

Xx :=
{
Xx(t) =

X(|x|t)
|x| , t ≥ 0

}
, Xx(0) = x.

Hereafter, the symbols := and =: are used for either the introduction of new notation or determi-
nation of values of the function standing adjacent to the colon.

Under certain intrinsic assumptions, for any fixed T > 0, the family of processes {Xx, |x| ≥ 1}
is weakly compact in the space of cadlag functions D[0, T ] with the Skorokhod topology. The
latter means that any subsequence x = xn, |xn| → ∞, contains a convergent subsubsequence such
that the corresponding processes Xx converge in distribution in the Skorokhod metric to some
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limiting process (say, ϕ), which is called a fluid limit. Fluid limits possess a number of good
properties. In particular, almost all trajectories of any fluid limit are Lipshitz (with the same
Lipshitz constant) and self-similar (see, e.g., [3]); i.e., for any fluid limit ϕ and for any constant
u > 0 such that P(|ϕ(u)| > 0) > 0, a random process {ϕ̃(t), t ≥ 0} with conditional distribution

P (ϕ̃(t) ∈ ·) = P
(
ϕ(u+ t)
|ϕ(u)| ∈ ·

∣∣∣ ϕ(u)) (1)

is also a fluid limit (for the underlying process X) a.s. on the event {|ϕ(u)| > 0}.
The study of stability of queueing networks attracts attention of many researchers. By the

stability of a queueing network, we mean the positive recurrence of the process {X(t), t ≥ 0} (with
respect to the test function | · |), i.e., the existence of positive constants C and ε such that

sup
|x|≤C

E{νC | X(0) = x} <∞,

where νC = inf{t ≥ ε : |X(t)| ≤ C}. A queueing network is unstable if the process X(t) is transient,
i.e., at least one of the random variables νC is defective.

For a long time, the following hypothesis was considered to be “plausible”:
(H) If the “local” traffic intensity is less than 1 at each station and if all service disciplines are

“conservative” (i.e., a server cannot be idle if its queue is nonempty), then the whole network is
necessarily stable.

The first examples which show that this hypothesis may, in general, be incorrect, were only found
in the early 1990s. In particular, the papers [10,11] provide examples of deterministic systems where
the hypothesis (H) fails.

Apparently, the article [1] is the first paper which studies examples of stochastic networks. The
authors provide an example of a 2-station-2-customer-class network and show that (a) if at each
station customers are served in the order of arrival then, (H) is valid; (b) but if, instead, certain
priority disciplines are used, then (H) fails (an example of a system where the natural traffic
conditions are not sufficient for stability even under FCFS disciplines was given later in [12]).
In [1], the following three-step scheme for the proof of stability was proposed:

(1) First, the authors considered fluid limits and derived a family of integral-differential equations
(IDEs) for a.s. all trajectories of all fluid limits;

(2) Then they found sufficient conditions for all solutions of these IDEs to vanish in a finite
time; i.e., |ϕ(t)| = 0 for all sufficiently large t;

(3) Finally, they showed that the same conditions are sufficient for the positive recurrence of the
underlying Markov process X.

However, many arguments in the proof at step (3) repeated the corresponding arguments of
step (2).

In the subsequent papers [2,3], the approach was extended to a relatively large family of queueing
networks (the so-called open multiclass networks). By the use of the generalized Foster criterion,
it was shown that step (3) in the above scheme is superfluous. In particular, the following sufficient
condition for stability was established:

(C1) There exists a constant T ∈ (0,∞) such that, for any fluid limit ϕ,

|ϕ(t)| = 0 a.s., for all t ≥ T. (2)

Also, it was shown that condition (2) is equivalent to the following (formally weaker) condition:
(C2) There exist ε ∈ (0, 1) and, for any fluid limit ϕ, a constant T ′ = T ′(ϕ) (depending on ϕ)

such that
|ϕ(T ′)| ≤ ε a.s. (3)
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It was also shown in [3] that, if all fluid limits are deterministic functions, then either of the
conditions (C1) and (C2) is equivalent to the following:

(C3) For any fluid limit ϕ,
inf
t≥0

|ϕ(t)| < 1.

It is known that in many basic queueing models the fluid limit is unique (up to an initial value)
and is a deterministic function (this is valid, for instance, for generalized Jackson networks and for
a cyclic polling system; see, e.g., [4–9]). This result may be understood by the following heuristic
arguments:

(a) The input processes (i.e., the external arrival process of customers, service processes, etc.) in
these networks are usually renewal; thus, the sequences of accumulated sums satisfy the strong law
of large numbers (SLLN), which then lead—under linear scaling of time and space—to deterministic
functions;

(b) If the control algorithm in such a network is “relatively simple,” then it is reasonable to
expect the fluid limit—as a function of the input and control—to be deterministic too.

The following question seems to be intrinsic: what kind of randomness may be preserved under
passage to the fluid dynamics? As far as we are aware, this problem has been considered in only a
small number of publications (see, e.g., [13–16]), where it was shown by examples that a fluid limit
may be stochastic due to the following two causes: (1) randomness on a finite time horizon which
is determined by an initial value; (2) randomness which is based on probabilistic branching (with
a finite number of branches). In more detail, the fluid limits considered in these papers had the
following properties:

(a) In the state space, one could choose a finite number of specific points (say, {xi}
k

i=1
, where

|xi| = 1) and, with each such point xi, associate a certain discrete probability distribution {pi,j}

i
j=1

and a corresponding family of deterministic fluid limits {ϕi,j}

i
j=1

, each of which starts from the
state ϕi,j(0) = xi;

(b) For any fluid limit ϕ, one could define a sequence of finite stopping times 0 ≤ τ1 < τ2 < . . .
such that, for any s ≥ 2,

τs := inf{t > τs−1 : ϕ(t) ∈ D},
where D := {cxi : c > 0; i = 1, . . . , k}, and, if ϕ(τs) = cxi for some c > 0 and xi, then with
probability pi,j the trajectory {ϕ(τs + u), 0 ≤ u ≤ τs+1 − τs} coincides with the trajectory of the
deterministic process {cϕi,j(u/c), 0 ≤ u ≤ τs+1 − τs};

(c) In the initial time interval (0, τ1), a fluid limit may be random due to a specific characteristic
of an initial value.

For models with (essentially) stochastic fluid limits, the stability conditions of criterion (C1)
are only sufficient and far from necessary. For such models, wider stability conditions were pro-
posed in [16].

Theorem 1. Assume that all fluid limits satisfy the strong Markov property. If, for every fluid
limit ϕ, there exists a stopping time τϕ such that

(a) The random variables {τϕ} are uniformly integrable (in the class of all fluid limits);
(b) For some ε ∈ (0, 1) and for all ϕ,

|ϕ(τϕ)| ≤ ε a.s., (4)

then the underlying Markov process X is positive recurrent.
Condition (b) is equivalent to the following condition:
(b′) E |ϕ(τ

′
ϕ)| < ε for some (other) family of uniformly integrable stopping times τ ′ϕ.
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Fig. 1. Scheme of the queueing system. The buffers change places when one of them becomes idle;
Server 1 assists Server 2 according to the algorithm described below.

Remark 1. Due to the strong Markov property, if there exists a family {τϕ} satisfying (a) and (b)
for some ε > 0, then such a family exists for any ε ∈ (0, 1).

In this paper, we propose a relatively simple and intrinsic model of a stochastic queueing network
whose fluid limits stay random due to a slightly different cause: branching at a single point, but
with a uncountable number of branches. With a certain complication, one can construct an example
of a model with an uncountable branching at an uncountable number of points. The existence of
uncountable branching of a limit process was proved in [14] for a random walk in Z

4
+, and in [17] for

a process of queue lengths in a loss system, but in both papers the probability measure on the family
of branching trajectories was not properly defined. The impossibility of determining, in general,
the limit (fluid) process leads to the absence of a complete classification of the asymptotic behavior
of random walks in Z

4
+. We note that the dynamics of our model may be described by a random

walk on the boundary of Z
4
+.

Our model is of interest because we are able to precisely describe its fluid limits with uncountable
branching. For this, we use novel results for supercritical branching processes. Furthermore, we
have met an intriguing new class of probability distributions, which we call “fractally exponential.”

The structure of the paper is as follows. In Section 2, we give a description of the queueing
system. In Section 3, we study an auxiliary nonergodic queueing system by methods from the theory
of branching processes. In Section 4, we construct and study the fluid model and find stability and
instability conditions for the original queueing system. Finally, the Appendix contains proofs of a
number of auxiliary results.

2. DESCRIPTION AND PROPERTIES OF THE QUEUEING SYSTEM

The system consists of two stations and two servers. Station 1 receives an input stream of
customers with rate λ1 < 1, and Station 2 with rate λ2 > 1; both service rates are equal to 1.
Upon service completion, customers leave the system. The second server is always located at
Station 2. Since its own service rate is less than that of the input, the first server assists it with
service from time to time—along with its own service at the first station.

For the description of this assistance, we introduce three states for the queueing system.
The neutral state: each server works at its “own” station (the first server at the first station,

the second server at the second station). The first server operates as the standard FCFS single
server queue. The second station contains two buffers: the server serves the customers already
accumulated in one of them, while new customers are accumulated in the other buffer. When the
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first buffer empties, the buffers change places: the “emptied” one starts to receive customers, while
the server begins to serve customers from the “filled” buffer (if nothing has arrived at the “filled”
buffer during the service of the other, the new service is assumed to be “fictitious”: the server stays
(without service) near the “filled” buffer and returns to the other buffer as soon as a new customer
arrives there).
The state of readiness: the system operates in the same manner as in the neutral state, but the

first server is ready for instantaneous transition to the second station.
The state of assistance: both servers operate together at the second station. They serve cus-

tomers from one of the buffers, while new customers arrive at the other. During the service of the
last customer from a buffer, one of the servers is free and just waits for the service completion. The
buffers then change places. If there is only one customer in the “filled” buffer, it is served by the
second server.

The system changes its state in the following cyclic order: neutral, readiness, assistance, then
neutral again, etc. We describe now the transition algorithm from state to state.

The system stays in the neutral state until the moment when the first station becomes empty.
The system then passes immediately to the state of readiness.

The system passes from the state of readiness to the state of assistance at the moment of change
of places at the second station—given that there are at least two customers in the “filled” buffer
(otherwise, the system stays in the state of readiness). If, at the time of transition to the state of
assistance, there is a service in progress at the first station, it is interrupted and continues when
the system passes to the neutral state again (and the first server returns to the first station).

The system returns to the neutral state when the second station becomes empty. If the first
station is also empty, then the system immediately passes to the state of readiness.

Stochastic assumptions. We consider two variants of the stochastic assumptions.
(SA1) The inter-arrival intervals in the first input stream are i.i.d. with mean 1/λ1. The second

input stream is Poisson with intensity λ2 and does not depend on the first. For each server, its
service times are i.i.d. with mean 1. Moreover, the typical service time σ of the second server has
a finite moment E(σ lnσ).

(SA2) The input streams are independent and Poisson with parameters λ1 and λ2. All service
times are i.i.d. and have exponential distribution with parameter 1.

In Section 3, we obtain results under assumptions (SA1). Then in Section 4 we study the
fluid model and its relationships with the underlying Markov process under the more particular
assumptions (SA2) since the more general analysis follows the same scheme but requires many
extra technicalities.

We are interested in (in)stability conditions for the queueing system. Throughout the paper, we
assume that

λ1 < 1 and λ1 + λ2 < 2 (5)

since otherwise the system cannot be stable. Under condition (5), one can easily show that the
system is always stable if λ2 ≤ 1. Therefore, we assume, along with (5), that

λ2 > 1.

Note that, under the conditions λ1 < 1 and λ2 < 2, the inequality λ1 + λ2 < 2 is equivalent to

K :=
λ1

1 − λ1

λ2 − 1
2 − λ2

< 1.

Below, using fluid approximation, we find conditions for the stability and instability of our
system. Simultaneously, we show that fluid limits admit a branching with uncountable number of
branches.
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Let Q1(t) be the number of customer at the first station at time t, and let Q2,1(t) and Q2,2(t)
be the number of customers in the buffers at the second station. Let Q2(t) := Q2,1(t) + Q2,2(t).
Assume that these processes are right-continuous.

For n = 1, 2, . . . , consider the following sequence of (deterministic) initial states of the system:

Q
(n)
1 (0) = X(n), Q

(n)
2 (0) = 0, where X(n) := X(n)

1 → ∞.

We introduce some further notation. Let R(n)
0 = 0; let T (n)

1 be the time of the first switch to
the state of readiness, U (n)

1 ≥ T (n)
1 the time of the first switch to the state of assistance, Y (n)

1 the
total number of customers at the second station at this time, Z(n)

1 the length of the first period in
the state of assistance and R(n)

1 := U (n)
1 + Z(n)

1 the time of the end of that period, and X(n)
2 the

number of customers at the first station at the time instant R(n)
1 . By induction, denote by R(n)

k−1

the time of the (k − 1)st switch to the neutral state and X(n)
k the number of customers at the first

station at this moment. Then R(n)
k−1 + T (n)

k is the first subsequent time of switching to the state of

readiness, R(n)
k−1 +U (n)

k the time of the kth switch to the state of assistance, Y (n)
k the total number

of customers at the second station at time R(n)
k−1+U (n)

k , and R(n)
k := R(n)

k−1+U (n)
k +Z(n)

k . If T (n)
k > 0,

then let V (n)
k := U (n)

k /T
(n)
k .

Note that, if X(n)
1 → ∞ as n→ ∞, then, for any fixed k, each of the characteristics introduced

above (i.e., X(n)
k , T (n)

k , U (n)
k , Y (n)

k , and Z(n)
k ) also tends to infinity a.s. From the SLLN, for any

fixed k ∈ N and as n→ ∞, the following convergence holds:

X
(n)
k

T
(n)
k

→ 1 − λ1,
Y

(n)
k

U
(n)
k

→ λ2 − 1,
Y

(n)
k

Z
(n)
k

→ 2 − λ2,
X

(n)
k+1

Z
(n)
k

→ λ1. (6)

The validity of each of these limiting relations is almost obvious. For instance, the first relation
follows from the observations that at the time R(n)

k−1 the first server switches to first station, there
are X(n)

k customers there, the service rate is equal to 1, and new customers arrive with intensity
λ1 < 1. Therefore, the total queue length decreases with rate 1− λ1.

Actually, Fig. 2 illustrates the limiting (n = ∞) case (under the intrinsic normalization). In the
transient case, the trajectories are random curves which fluctuate in the neighborhood of corre-
sponding straight lines. In particular, the horizontal segments at the zero level correspond to curves
which fluctuate around zero.

For a complete description of fluid limits, we have to know possible limits of the ratios V (n)
k =

U
(n)
k /T

(n)
k as n → ∞. As we show at the end of Section 3, under certain rate of increase of T (n)

1 ,
these ratios converge to random variables. In particular, the number V1 in Fig. 2 is random.

We start with a study of the asymptotic behavior of an auxiliary single-server queue.

3. AUXILIARY NON-ERGODIC QUEUEING SYSTEM AND BRANCHING PROCESSES

Throughout this section, we make assumptions (SA1); also, some particular results are formu-
lated under assumptions (SA2).

The second station empties at time instants R(n)
k . During the time intervals

(
R

(n)
k−1, R

(n)
k−1+U

(n)
k

)
,

it behaves as an ordinary M/G/1 queue which is overloaded: the input rate λ2 is higher than the
service rate 1. Consider the first of these time intervals. For simplicity of notation, we omit the
index n.
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Fig. 2. Typical behavior of trajectories of the queue length processes at the first (top graph) and
second (bottom graph) stations when X1 := X(n)

1 
 1 (for all other characteristics, the upper index
is omitted as well).

We call a session a period of service of a single buffer (or an idle time if the service is fictitious;
in this case, the session is empty). For the ith session, let Si be its length and νi the number of
arrivals (at the second station). Clearly, the (i + 1)st session contains the services of customers
that arrive during the ith session. In particular, the (i+ 1)st session is empty if νi = 0. Note that,
for any i, νi = Q2(S0 + . . . + Si).

Let τ1 be the arrival epoch of the first customer (at the second station) and τi, i ≥ 2, the follow-
ing inter-arrival times (these random variables are exponentially distributed with parameter λ2).
Further, let σ
 be the #th service time at the second station. We assume that {σ
} are i.i.d. with

mean 1 and that {σ
} and {τ
} are independent. Let µi =
i∑
0
νj , and let τ ′
 be the duration of

the #th empty session. Then

(a) If νi > 0, we have Si+1 =
µi∑

j=µi−1+1
σj;

(b) The random variables τ ′
 have also an exponential distribution with parameter λ2; if νi−1 = 0,
we have Si = τ ′i for the corresponding # and, further, ν1 = 1 and Si+1 = σµi ;

(c) In particular, ν0 = 1 and S0 = τ1 = τ ′1.
One can easily find the distribution of the random variable ν1: for k = 0, 1, . . . , we have

P{Q2(S0 + S1) = k} = EP{Q2(S0 + S1) = k |σ1} =
∞∫
0

(λ2t)k

k!
e−λ2t dFσ(t),

where Fσ(t) is the distribution function of σ1.
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If, in particular, the σ
 are exponentially distributed, then

P{Q2(S0 + S1) = k} =
∞∫
0

(λ2t)k

k!
e−λ2te−t dt =

λk2
(λ2 + 1)k+1

.

Clearly, the generating function of ν1 may be represented as

f(z) :=
∞∑
k=0

zk
∞∫
0

(λ2t)k

k!
e−λ2t dFσ(t) =

∞∫
0

e(z−1)λ2t dFσ(t) = ϕσ((1 − z)λ2)

where ϕσ(λ) is the Laplace transform of σ1.
The latter calculations imply the following statement.

Lemma 1. The random variables ν0, ν1, . . . form a supercritical branching process with immi-
gration at zero, where ν0 = 1;
The random variable ν1 has a discrete distribution with generating function f(z) = ϕσ((1−z)λ2)

(in the case where σ1 is exponentially distributed, its generating function is equal to f(z) =
(1 + λ2(1 − z))−1) with mean E ν1 = λ2 > 1;

If νk−1 > 0, then νk admits the representation νk = ν(1)k +. . .+ν(νk−1)
k , where ν(j)i , i, j = 1, 2, . . . ,

are i.i.d. random variables with generating function f(z);
If νk−1 = 0, then νk = 1.

Indeed, the random number of arrivals during any service time has the same distribution as ν1,
and, from the properties of Poisson processes, these random variables are independent.

Define the Galton–Watson process N0, N1, . . . which differs from the original process ν0, ν1, . . .

in the absence of immigration at zero only: N0 = 1; N1 = N (1)
1 has a discrete distribution with

generating function f(z) = ϕσ((1− z)λ2) and EN1 = λ2 > 1; if Nk−1 > 0, then Nk = N (1)
k + . . .+

N
(Nk−1)
k , where the random variables N (j)

i , i, j = 1, 2, . . . , are independent and distributed as N1;
if Nk−1 = 0, then Nk = Nk+1 = . . . = 0.

The sequence Nk/λ2
k forms a nonnegative martingale, which converges a.s. to a limit W

(see [18, ch. I, Section 8] or [19, ch. II, Section 1]). The distribution of W has an atom at zero.
Its mass, q, is the probability of extinction of the process. It is also the unique solution of the
equation q = f(q) = ϕσ((1 − q)λ2) on the interval [0, 1) (if σ1 has an exponential distribution,
then q = λ−1

2 ) if and only if the moment EN1 lnN1 is finite. In this case, W has a continuous
positive density on the positive half-line (see [19, ch. II, Sections 1 and 2; ch. III, Sections 5 and 6]).
The moment generating function ϕ(s) of W satisfies the relation ϕ(λ2s) = f(ϕ(s)) [19, ch. III,
Section 5]. In addition, the explicit form of its density may be found analytically only if probabil-
ities from the generating function f(z) form a geometric progression [18, ch. I, Section 8]. In our
case, the latter means that σ1 is exponentially distributed and, if one lets α = (λ2 − 1)/λ2, then
P{W ≥ x} = α exp{−αx} for x > 0.

Introduce a random variable W0 with the distribution

P{W0 ≥ x} = P{W ≥ x |W > 0}.

Denote by m1 < m2 < . . . < mr the successive indices of generations k with νk = 0; i.e.,
νm1 = νm2 = . . . = νmr = 0 and νk �= 0 for k �= mj , j = 1, . . . , r. Then r, the number of zeros of
the process, and m1,m2, . . . ,mr are proper random variables, and mr is the last time instant when
the process takes a zero value. Let mr = −1 if r = 0. Note that mr �= 0 with probability one.
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Since the probability of extinction of the Galton–Watson process is q (see [18]) and the number r
of degenerations of the branching process with immigration at zero coincides with the number of
independent trials until the first success with a probability of success 1 − q, we have P{r = k} =
qk(1 − q), k = 0, 1, . . . . Hence, mr is finite a.s.

Lemma 2. As k → ∞, the fraction νk/λk2 converges a.s. to a random variable ζ with distribu-
tion

P{ζ ≥ t} =
∞∑
j=−1

P{W0 ≥ tλj+1
2 }P{mr = j}. (7)

In particular, P{ζ = 0} = 0.

Proof. For t ≥ 0, j ≥ −1 (j �= 0), and k > j + 1,

P
{
νk
λk2

≥ t
∣∣∣ mr = j

}
= P

{
νk
λk2

≥ t
∣∣∣ νj = 0, νj+1 = 1, νj+i > 0, i = 2, 3, . . .

}

= P

{
Nk−j−1

λk2
≥ t

∣∣∣ N1 > 0, N2 > 0, . . .

}
= P

{
Nk−j−1

λk−j−1
2

≥ tλj+1
2

∣∣∣ N1 > 0, N2 > 0, . . .

}
.

Then, as k → ∞,

P
{
νk
λk2

≥ t
∣∣∣ mr = j

}
→ P

{
W ≥ tλj+1

2

∣∣∣W > 0
}
,

P
{
νk
λk2

≥ t
}

=
∞∑
j=−1

P
{
νk
λk2

≥ t
∣∣∣ mr = j

}
P{mr = j} →

∞∑
j=−1

P
{
W ≥ tλj+1

2

∣∣∣W > 0
}
P{mr = j}

since mr is a proper random variable.
Note that E{νk |νk−1 = c} = cλ2 for c > 0, and E{νk |νk−1 = 0} = 1.
The sequence

Vk :=
νk
λk2

forms a submartingale. Indeed, E{Vk |Vk−1 = a} = a for a > 0, and E{Vk |Vk−1 = 0} = λ−k2 .

Clearly, νk ≤
k∑
i=1
N

(i)
i , where the random variables N (i)

i are independent and distributed as Ni.

Then EVk ≤
k∑
i=1

EN (i)
i λ

−k
2 =

k∑
i=1
λ−k+i2 ≤ λ2(λ2 − 1)−1.

From Doob’s theorem on the convergence of submartingales (see, e.g., [22, ch. 7, Section 4,
Theorem 1]), the random variables Vk converge a.s. to a random variable ζ. �

Let Σ0
(k) := ν0 + ν1 + . . .+ νk and Σ(k) := S0 + S1 + . . .+ Sk.

Lemma 3. As n→ ∞, we have Σ0
(n)λ

−n
2

a.s.−→ ζ/α and Σ(n+1)λ
−n
2

a.s.−→ ζ/α, where α := 1−λ−1
2 .

Proof. From Lemma 2, we have

Σ0
(k)

λk
=

k∑
i=1

νi

λi2λ
k−i
2

a.s.−→ ζ
∞∑
i=0

λ−i2 = ζ
λ2

λ2 − 1
=
ζ

α
.

Consider the ratio

Σ(k)

Σ0
(k−1)

=

Σ0
(k−1)∑
j=1

σj +
r(k−1)∑
j=0

τ ′mj

Σ0
(k−1)

,
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where the random variable r(k), which is equal to the number of zeros in the sequence ν1, . . . , νk,
is bounded by the geometrically distributed random variable r defined above (i.e., r(k) ≤ r a.s.).
From the first argument of the proof, Σ0

(k)
a.s.−→ +∞. Therefore, from the SLLN, Σ(k)/Σ0

(k−1)
a.s.−→

Eσ1 = 1. �
We now apply these results to the limiting scheme which was introduced at the end of Section 2.

Fix a number H > 0 and consider a sequence X(n)
1 such that T (n)

1 /λ
n−1
2 → H.

Introduce the following notation:

Ũ
(n)
1 := min

{
Σ(j) : Σ(j) ≥ T

(n)
1

}
, η(n) := min

{
j : Σ(j) ≥ T

(n)
1

}
.

Then Ũ (n)
1 = Σ(η(n)). The random variable

U
(n)
1 = min

{
S0 + . . .+ Sj : S0 + . . . + Sj ≥ T (n)

1 , Q2(S0 + . . . + Sj) ≥ 2
}

(which was introduced earlier in Section 2) can be rewritten as

U
(n)
1 = min

{
Σ(j) : Σ(j) ≥ T

(n)
1 , νj ≥ 2

}
.

Theorem 2. For any sequence T (n)
1 such that T (n)

1 /λ
n−1
2 → H > 0, we have the convergence

U
(n)
1 /T

(n)
1 → V (H) a.s. Here the random variable V (H) takes values in the interval [1, λ2] and has

the following distribution function:

FV (H)(t) =
∞∑

k=−∞
FW0(α

2λk2Ht) − FW0(α
2λk2H), t ∈ [1, λ2]. (8)

In particular, in the case of exponentially distributed service times,

FV (H)(t) =
∞∑

k=−∞

(
e−α

2λk
2H − e−α2λk

2Ht
)
, t ∈ [1, λ2]. (9)

Proof. From Lemma 3, as n→ ∞, the conditions T (n)
1 → ∞ and Σj ≥ T (n)

1 imply that j → ∞.
Therefore, from Lemma 2, we have νj

a.s.−→ ∞, and the condition νj ≥ 2 in the definition of U (n)
1

may be omitted, i.e., Ũ (n)
1 − U (n)

1
a.s.−→ 0. Thus, it suffices to show that Ũ (n)

1 /T
(n)
1 → V (H) a.s. and

to get relations (8) and (9) for Ũ (n)
1 .

It is sufficient to consider the case 1 ≤ H ≤ λ2 only. Indeed, for any fixed k ∈ Z and 1 ≤ H ≤ λ2

and as n → ∞, for the sequence Ũ (n)
1 , the relative limits of the overshoots V (H) and V (Hλk2),

1 ≤ H ≤ λ2, over the corresponding levels λn2H and λn+k2 H coincide. Then, due to the identity
V (H) ≡ V (λ2H), the statement of the theorem becomes valid for any 0 < H < ∞. In particular,
the first condition of Theorem 2 may be replaced by T (n)

1 /λ
n
2 → H > 0.

From Lemma 3, the sequence Σk satisfies the conditions of Theorems 1 and 2 of [21]; i.e., the
convergence Σn/mn → ζ/(αH) holds a.s., where mn := λn2 is a strictly increasing sequence and
mn+1/mn = λ2 > 1. Then, from [21, Theorem 1], we have

η(n) − n a.s.−→
[
−

ln ζ
αH

lnλ2

]
=: ηH .

From [21, Theorem 2], we have(
η(n) − n, Ũ (n)

1 λ
−n
2

)
a.s.−→

(
ηH ,
ζληH2

α

)
.
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Hence,

P{V (H) ≥ t} =
∞∑

k=−∞
P
{
ζλk2 ≥ tαH, ηH = k

}
=

∞∑
k=−∞

P
{
tαHλ−k2 ≤ ζ < Hαλ−k+1

2

}
. (10)

Thus, (7) and (10) imply that

P{V (H) ≥ t} =
∞∑

k=−∞

∞∑
j=−1

P
{
tHλj−k+1

2 α ≤W0 < Hλ
j−k+2
2 α

}
P{kr = j}

=
∞∑

s=−∞
P
{
tHλs2α ≤W0 < Hλ

s+1
2 α

} ∞∑
j=−1

P{kr = j}

=
∞∑

s=−∞
P
{
tHλs2α ≤W0 < Hλ

s+1
2 α

}
. �

In particular, in the case of exponentially distributed service times, the random variable V (H)
has the following density:

fV (H)(t) =
∞∑

k=−∞
α2λk2H exp

{
−α2λk2Ht

}
, t ∈ [1;λ2]. (11)

It is natural to call this distribution “fractally exponential.”

Remark 2. As was already mentioned, the distribution of W0 has a density which is strictly
positive everywhere on the positive half-line. From formula (8), for any positive H, the random
variable V (H) has a density H which is bounded away from zero (uniformly over H). In equa-
tion (10), not only the probabilities but also the corresponding events coincide (see [21] for details).
Therefore, the joint distributions of the process {V (H), 1 ≤ H < λ2} are uniquely defined; thus,
from the periodicity, the joint distributions of the family of random variables {V (H), 0 < H <∞}
are determined as well. From (8) and the absolute continuity of the distribution of W0, we get that
the distribution of V (H) depends continuously on the parameter H > 0. The latter implies that,
as n → ∞, if H(n) → H > 0, then V (H(n)) → V (H) a.s., and if the sequence T (n)

1 has the form
T

(n)
1 = λ(n)

2 H
(n), then ∣∣∣∣∣U

(n)
1

T
(n)
1

− V
(
H(n)

)∣∣∣∣∣→ 0 a.s.

Moreover, from the first part of this remark, one can easily obtain (using a proof by contra-
diction) that the latter convergence holds for any sequence H(n) such that infH(n) > 0 and
supH(n) < ∞ (i.e., it is not necessary to assume that the sequence converges to a limit H).
Finally, we note that the family {V (H)} satisfies the following monotonicity property: if H1 < H2,
then H1V (H1) ≤ H2V (H2) a.s.

From Lemma 7 and the estimates (19), it follows that, under assumptions (SA2), although the
distributions of V (H) differ for different H, they are very close to each other (the distributions
of the logarithms of these random variables have distributions that are very close to the uniform
distribution on [0, 1]).

We define now fluid limits for the two-station queueing system and study their properties.

4. PROPERTIES OF THE FLUID MODEL

A fluid model (see, e.g., [2,3]) is a family of weak limits of the process in the uniform metric in
any fixed time interval [0;T ] under the linear scaling by the initial value both in time and in space.
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As will follow from the construction below, for our queueing system a stronger form of tightness
holds: all fluid limits are a.s. limits of corresponding sequences of processes in the sense of the
uniform convergence in D[0;T ], for any fixed T > 0.

We assume here that assumptions (SA2) hold. Then the state of a system at time instant t is
described by a right-continuous strictly Markov process

(
Q(n)(t);A(n)(t)

)
, where

Q(n)(t) :=
(
Q

(n)
1 (t); Q(n)

2,1 (t); Q(n)
2,2 (t)

)
,

with initial state Q(n)(0), and the discrete-state process A(n)(t) :=
(
A

(n)
1 (t);A(n)

2 (t)
)

characterizes
the position of servers. Here A1 ∈ {1; 2} is the number of the station where the first server is
present, and A2 ∈ {0; 1; 2} is the number of the buffer under service; we put A2 = 0 if the second
station is empty (if this happens, the second server is inactive). If the whole system is empty
(of customers), the first server stays at the first station. All states of the Markov process form a
single class of intercommunicating states.

For the process Q(n), introduce the norm
∣∣Q(n)(t)

∣∣ := Q(n)
1 (t) +Q(n)

2,1 (t) +Q(n)
2,2 (t).

Consider initial states of the form Q(n)(0) =
(
X

(n)
1 ; 0; 0

)
, where X(n)

1 = (1 − λ1)H(n)λn2 and
{H(n)} is a sequence of positive numbers which converges to H > 0 as n→ ∞.

For convenience, when passing to fluid limits, we normalize the queue length process not by the
values X(n)

1 but instead by numbers λn2 , proportional to them.
More precisely, we consider processes that are limits of the sequences

Q(n)(λn2 t)
λn2

.

For any fixed H > 0 we consider a certain fluid limit (q1(t), q2,1(t), q2,2(t)), t ≥ 0, whose distri-
butions depend on H only and (given H) do not depend on the sequence Hn. Recall that, by a
fluid model, we mean the family of all limiting processes that depend on the parameter H.

From the general properties of fluid limits (see, e.g., [16, Theorem 1]), convergence of the pro-
cesses

Q(n)(λn2 t)
λn2

to a limiting one is uniform on the interval [0;T ], for any T > 0.
We now fix a positive number H > 0 and describe the corresponding fluid limit. More precisely,

we need to consider the two-dimensional process (q1(t), q2(t)), where q2(t) := q2,1(t) + q2,2(t).
We use the notation introduced in Section 2 and relations (6). We have

T
(n)
1

λn2
→ H =: t1 a.s.

Moreover, from the SLLN, for t ∈ [0, t1],

Q
(n)
1 (λn2 t)
λn2

→ (1 − λ1)(H − t) =: q1(t) a.s.

and
Q

(n)
2 (λn2 t)
λn2

→ (λ2 − 1)t =: q2(t) a.s.
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Further, from Theorem 2,
U

(n)
1

λn2
→ HV (H) =: u1,

where V (H) is a random variable with the distribution (9). For t ∈ (t1, u1), we have

q1(t) := 0 and q2(t) := (λ2 − 1)t

since the first server continues to work at the first station, where the traffic intensity is less than 1.
In particular,

q2(u1) := y1 := lim
Y

(n)
1

λn2
= (λ2 − 1)u1 a.s.,

where Y (n)
1 := Q(n)

2 (U (n)
1 ).

Further,
R

(n)
1

λn2
→ r1 := u1 + z1,

where

z1 := lim
Z

(n)
1

λn2
=

y1
2 − λ2

a.s.

For t ∈ (u1, r1), we have
q1(t) := λ1(t− u1)

and
q2(t) := y1 − (2 − λ2)(t− u1).

In particular,

q1(t1) := x2 := lim
X

(n)
2

λn2
= λ1z1 and q2(r1) := 0.

Finally,

t2 := lim
T

(n)
2

λn2
=

x2

1 − λ1
= t1V (t1)K a.s.

We now use induction arguments for the construction of a fluid limit. For this, assume that
{Vi(H), H > 0}

i≥1
is a sequence of i.i.d. copies of the family {V (H), H > 0}. Then, for any i ≥ 1,

ui := tiVi(ti), yi := (λ2 − 1)yi, zi :=
yi

2− λ2
, xi+1 := λ1zi, ti+1 :=

xi+1

1 − λ1
;

in particular,
ti+1 := tiVi(ti)K.

Here q1(t) and q2(t) are a.s. continuous and piecewise linear functions.

Remark 3. For the study of positive recurrence, it is sufficient to consider initial values of the
form Q(n)(0) = (X(n)

1 ; 0; 0) only. Indeed, if Q(n)(0) �= (X(n)
1 ; 0; 0), then the first passage time η(n)

to the subspace (· ; 0; 0) satisfies the condition η(n)/R(n)
1 ≤ 1 a.s. Assume that η(n)/T (n)

1 → η a.s.
Then

η ≤ u1 + z1
t1

≤ λ2

(
1 +
λ2 − 1
2 − λ2

)
a.s. since u1/t1 ≤ λ2 a.s. due to Theorem 2.
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The trajectories of the limiting process are a.s. continuous piecewise linear functions, and the
maximum and the minimum of the norm on a cycle are attained, respectively, at the points t1
and u1. Here both the maximum and minimum are strictly positive and finite. Therefore, there
exist positive constants C1 < C2 such that 0 < C1 ≤ |q(η)|/|q(0)| ≤ C2 <∞ a.s.

Thus, the norm of the limiting process at the time of the first passage to the subspace (· ; 0; 0)
is bounded from above and below by positive constants, and the first passage time itself is bounded
from above. Therefore, in the sequel, we consider only initial states (· ; 0; 0).

Let t1 = H. Let, for some ε ∈ (0, 1),

µ := µH(ε) := min{n ≥ 2 : tn ≤ εH}

and
τ := τH(ε) := rµ−1 + tµ.

The conditions of Theorem 1 will be satisfied if we prove that the sequence of random vari-
ables {tn} decreases sufficiently rapidly, namely, in such a way that the family of random variables
{τH , 1 ≤ H < λ2} is uniformly integrable. From

tn ≤ rn − rn−1 ≤ tn
λ2

2 − λ2
a.s.,

we get

κ := κH(ε) :=
µ∑
1

ti ≤ τ ≤
λ2

2 − λ2
κ,

and the underlying queueing system is stable if, for some ε ∈ (0, 1), the family of random variables

{κH(ε),H ∈ [1, λ2)} is uniformly integrable. (12)

It is easy to show that if condition (12) holds for some ε ∈ (0, 1), then it holds for all ε ∈ (0, 1).
Let t1 = H ∈ [1, λ) and θH := min{n > 1 : tn ≤ t1}. Since the random variables V (H) have

continuous distributions, the a.s. finiteness of θH implies the inequalities tθH < t1 a.s. and Ct1 :=
E tθH/t1 < 1. Let

EθH = E

(
θH∑
1

ti

)
.

We prove that the uniform integrability (12) holds if the latter expectation is finite for H = 1.

Lemma 4. Condition (12) with ε = λ−1
2 is necessary and sufficient for Eθ1 <∞.

Proof. Since θ1 ≤ κ1, the condition (12) implies finiteness of Eθ1 . We prove now the converse
statement.

First, extend naturally the definition of κH onto all positive H. Then, due to the self-similarity
of the fluid limits, for any H > 0 and any integer n, the random variables κλn

2H
and λn2κH are

identically distributed.
Second, the embedded Markov chains {tn+1 = tnVn(tn)K} satisfy the following monotonicity

property: if the first chain tH1
n starts from the state tH1

1 = H1 and the second tH2
n from the state

H2 < H1, then tH1
n ≥ tH2

n a.s. for all n.
Third, (11) implies (see also Remark 2 for the case of conditions (SA1)) that, for all H > 0

and t ∈ [1, λ2],
fV (H)(t) ≥ C0 := α2 exp

{
−α2λ2

2

}
> 0. (13)
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Further, if K ≤ λ−1
2 , then V (H)K < 1 a.s. for any H; therefore, tn+1 < tn a.s. for all n. Hence,

θ1 = 2 and Eθ1 ≤ 2. Additionally, P(tn+1 ≤ λ−1/2
2 tn | tn) ≥ (

√
λ2 − 1)C0 := p a.s. Thus, for any

positive H, the random variable µH is stochastically dominated by the sum of two independent
geometrically distributed random variables with the success probability p; in particular, the random
variables {µH ,H ∈ [1, λ2]} are uniformly integrable. Thus, the random variables

κH ≤ HµH

are also uniformly integrable in H ∈ [1, λ2].
Let now K > λ−1

2 . Then, from (13), there exist δ1, δ2 > 0 such that

P(tn+1 ≥ (1 + δ1)tn | tn) ≥ δ2 a.s.

Let N be such that (1 + δ1)N ≥ λ2
2. Then

Eθ1 ≥ E

(
θ1∑
1

tiI(tk+1 ≥ (1 + δ1)tk, k = 1, . . . , N − 1)

)

≥ E

(
θ1∑
N

tiI(tk+1 ≥ (1 + δ1)tk, k = 1, . . . , N − 1)

)
.

By the monotonicity, the Markov chain admits a minorizing chain which starts at moment N
from the state λ2

2. Thus, the right-hand side of the latter inequality cannot be smaller than
δ2
N Eκλ2

2
(λ−2

2 ). Since the distributions of the random variables κλ2H(ε) and λ2κH(ε) are the same
for all ε > 0, the mean Eκλ2(λ

−2
2 ) is finite.

Again, from the monotonicity, for any H ∈ [1, λ2],

κH(λ−1
2 ) ≤ κλ2(λ

−2
2 ) a.s.

The latter inequality implies the uniform integrability of the family {κH(λ−1
2 ), H ∈ [1, λ2]}. �

Lemma 5. (a) If inf
H

EV (H) ≥ 1/K, then Eθ1 = ∞.
(b) If sup

H
EV (H) < 1/K, then Eθ1 <∞.

Proof. Denote by Fi the σ-algebra generated by the random variables {tj , j ≤ i}. Recall that
we consider the initial condition H = 1 = t1.

First, we prove (a). For this, it suffices to consider the case θ1 <∞ a.s. Assume to the contrary
that Eθ1 <∞. Then

Eθ1 = 1 +
∑
i≥2

E{tiI(θ1 ≥ i)} = 1 +
∑
i≥2

EE{tiI(θ1 ≥ i) | Fi−1}

≥ 1 +
∑
i≥2

E{ti−1I(θ1 ≥ i)} = 1 +
∑
i≥2

E{ti−1I(θ ≥ i− 1)} − C1 > Eθ1,

which is a contradiction.
We now prove (b). Let c := K sup

H
EV (H). For any n ≥ 2,

Emin(θ1,n) = 1 +
n∑
2

E{tiI(θ1 ≥ i)} ≤ 1 + c
n∑
2

E{ti−1I(θ1 ≥ i)}

≤ 1 + c
n∑
2

E{ti−1I(θ1 ≥ i)} ≤ 1 + c
n+1∑

2

E{ti−1I(θ1 ≥ i− 1)} = 1 + cEmin(θ1,n).
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Fig. 3. The graph of equation (14) in the coordinates (λ2, λ1) (top) and (λ2, 2 − λ2 − λ1) (bottom).
The ergodicity region corresponds (with a certain accuracy) to the sets below the top graph and above
the bottom graph.

Hence,

Emin(θ1,n) ≤
1

1− c
for any n. Letting n to infinity, we get

Eθ1 ≤ 1
1 − c . �

In the Appendix, we obtain the following estimate.

Theorem 3. Under assumptions (SA2), for any H ∈ [1, λ2] we have∣∣∣∣EV (H) − (λ2 − 1)
lnλ2

∣∣∣∣ < 2(λ2 − 1) exp{−π2 ln−1 λ2}√
lnλ2

≡ ∆,

where ∆ = ∆(λ2) <
(λ2 − 1)√

lnλ2
· 1.3098 · 10−6.
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We now study conditions for finiteness of the expectations Eθ1 in terms of λ1 and λ2. From
Theorem 3, EV (H) is “almost independent” of H and approximately equal to (λ2 − 1)/ ln λ2.

Figure 3 (top) shows a graph of the solution to equation K(λ2 − 1)/ ln λ2 = 1, which approxi-
mately describes the boundary of the regions in Lemma 5. The latter equation has the following
form in terms of λ1 and λ2:

λ1 =
1

1 +
(λ2 − 1)2

(2 − λ2) lnλ2

. (14)

In the interval (1, 2), this line is close to the straight line λ1 = 2 − λ2, which corresponds to the
necessary stability condition λ2 + λ1 < 2. The right part of Fig. 3 represents the graph of the
difference of the function λ1 = 2 − λ2 and that given by (14).

We now estimate the difference between the exact boundary of the set from Lemma 5 and the
approximate one, which was calculated by the use of formula (14) and is represented in Fig. 3.

The exact boundary lies within the limits determined by the equation K((λ2 − 1)/ ln λ2 ±
∆(λ2)) = 1. Denote by δ = δ(λ2) the maximum of the absolute value of the difference between the
solutions to these equations and equation (14). It is easy to show that δ(λ2) is “essentially smaller”
than ∆(λ2).

Graphs of the functions ∆(λ2) and δ(λ2) are represented in Fig. 4.
We arrive at the following conclusion. From Lemma 5, we have Eθ1 < ∞ if the inequality

sup
H

EV (H) < 1/K holds, which, in turn, is the case if

0 < λ1 <
1

1 +
(λ2 − 1)2

(2 − λ2) lnλ2

− δ(λ2);

also, Eθ1 = ∞ if inf
H

EV (H) ≥ 1/K , which holds if

1

1 +
(λ2 − 1)2

(2 − λ2) lnλ2

+ δ(λ2) < λ1 < 2− λ2,

where 1 < λ2 < 2.
By combining Lemmas 4 and 5 and Theorems 1 and 3, we obtain the following result.

Theorem 4. Assume that assumptions (SA2) hold. If Eθ1 <∞, then the two-server stochastic
system is stable. A sufficient condition for the finiteness of Eθ1 is sup

H
EV (H) < 1/K. In turn,

the latter inequality holds if
K ((λ2 − 1)/ ln λ2 + ∆(λ2)) < 1;

the graph of the function ∆(λ2) is represented in Fig. 4, and |∆(λ2))| < 1.6 · 10−6.
The latter condition can be rewritten as

0 < λ1 <
1

1 +
(λ2 − 1)2

(2 − λ2) lnλ2

− δ(λ2);

the graph of δ(λ2) is also represented in Fig. 4, and |δ(λ2))| < 3.5 · 10−8.

We continue now our studies of fluid limits in the case K > λ−1
2 . Note that, if K ≥ 1,

then we have KV (H) > 1 a.s. for any H; moreover, there exist positive δ1 and δ2 such that
P(KV (H) ≥ 1 + δ1) ≥ δ2 for any H. Therefore, tn → ∞ a.s. if K ≥ 1.

Assume now that K ∈ (λ−1
2 , 1). For any number x, denote by [x] its integer and 〈x〉 fractional

parts. Note that 〈〈x〉 + y〉 = 〈x+ y〉 for any x and y.
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Fig. 4. Graphs of ∆(λ2) and δ(λ2).

Lemma 6. The random variables 〈logλ2
(HV (H))〉 are identically distributed for all H > 0.

Proof. It suffices to prove the result for H ∈ [1, λ2). Fix H and let h = logλ2
H.

For any z ∈ (0, 1),

P
(
〈logλ2

(HV (H))〉 < z
)
= P

(
logλ2

(HV (H)) < z
)
+ P

(
1 ≤ logλ2

(HV (H)) < 1 + z
)

=: P1(z) + P2(z).

First, consider the case 0 < z ≤ h. Since V (H) > 1 a.s., P1(z) = 0. Then,

P2(z) = P
(
V (H) ≥ λ2

H

)
−P

(
V (H) ≥ λ

1+z
2

H

)
=
∑
s

[
P(λs+1

2 α ≤W0 < Hλ
s+1
2 α) −P(λs+1+z

2 α ≤W0 < Hλ
s+1
2 α)

]
=
∑
s

P(λs+1
2 α ≤W0 < λ

s+1+z
2 α) =

∑
s

P(λs2α ≤W0 < λ
s+z
2 α).
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Assume now that h ≤ z < 1. Since V (H) ≤ λ2 a.s., P2(z) = P(HV (H) ≥ λ2). Therefore,

P1(z) + P2(z) = 1 −P (λz2 ≤ HV (H) < λ2)

= 1 −
∑
s

P
(
λs+z2 α ≤W0 < λ

s+1
2 α

)
=
∑
s

P
(
λs2α ≤W0 < λ

s+z
2 α

)
.

Thus, for every z ∈ (0, 1), the value of the sum P1(z) + P2(z) is the same for all H. �
Corollary 1. The random variables 〈logλ2

(KHV (H))〉 are identically distributed for all H > 0.

Indeed,
〈logλ2

(KHV (H))〉 = 〈〈logλ2
(HV (H))〉 + logλ2

K〉,

where the distribution of the right-hand side does not depend on H.
Since 1 < V (H) < λ2 a.s. for all H, for H = 1/K we have

KHV (H) = V (1/K) ∈ (1, λ2) a.s.,

and therefore 〈logλ2
V (1/K)〉 = logλ2

V (1/K).

Consider a Markov chain tn+1 = tnVn(tn)K; let An =
[
logλ2

tn
]
, Bn = 〈logλ2

tn〉, and Hn = λBn
2 .

Corollary 2. For any n ≥ 2, the random variable Bn does not depend on the random variables
t1, . . . , tn−1 and has the same distribution as the random variable logλ2

V (1/K).

Note that the distribution of the random variable An depends on Bn and (t1, . . . , tn−1).
We have

tn+1 = λAn+1

2 Hn+1 = tnVn(tn)K = λAn
2 HnVn(Hn)K a.s.

for all n. Hence,
Bn+1 = logλ2

Hn+1 = 〈logλ2
(HnVn(Hn)K)〉

and
An+1 −An a.s.=

[
logλ2

(HnVn(Hn)K)
]
=: Dn+1. (15)

Corollary 3. Let λ−1
2 < K < 1. For any initial value t1 = H, the sequence {Dn, n ≥ 3} is

stationary and ergodic. Additionally,

ED3 = P(V1(1/K)V2(V1(1/K))K ≥ λ2) −P(V1(1/K)V2(V1(1/K))K < 1), (16)

where {V1(H), H > 0} and {V2(H), H > 0} are two independent copies of the family {V (H),
H > 0}.

Proof. It follows from the construction of the random variables that the distribution of the
sequence {D3+k+n}n≥0

is the same for all k = 0, 1, . . . , which this gives the stationarity. Further,
since 1 < 1/K < λ2, there exists a positive ε such that (1+ ε)/K < λ2. Additionally, for all n ≥ 2,

P (Hn ≥ (1 + ε)/K) ≥ C
(
1− 1 + ε

Kλ2

)
> 0.

For n ≥ 2 and any set G ⊆ [1, 1 + ε],

P (Hn+1 ∈ G,Dn+1 = 1 | Hn, An) ≥ Cν(G)

a.s. on the event {Hn ≥ (1 + ε)/K}, where ν(G) is the Lebesgue measure of the set G. Thus, the
sequence {(Hn, Gn)} is regenerative. Therefore, the sequence {Gn} is also regenerative, and its tail
σ-algebra is trivial.
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Further, the distribution of H2 coincides with the distribution of the random variable V1(1/K).
It follows from (15) that the random variable D3 may take only three values: 1, 0, and −1.
Therefore,

ED3 = P(D3 = 1) −P(D3 = −1) = P(H2V2(H2)K ≥ λ2) −P(H2V2(H2)K < 1),

and (16) follows. �
Note that P(D3 = −1) = 0 for K ≥ 1. We therefore have the following corollary.

Corollary 4. Let K > λ−1
2 . If ED3 < 0, then tn → 0 a.s. for any initial value t1 = H.

If ED3 > 0, then tn → ∞ for any t1 = H.

Proof. Since 1 ≤ Hn ≤ λ2 a.s. for all n, we have

λAn
2 ≤ tn ≤ λAn+1

2 a.s.

Therefore, tn → ∞ if and only if An → ∞, and tn → 0 if and only if An → −∞. The proof is
completed by applying the SLLN. �

Theorem 5. Assume that assumptions (SA2) hold. If ED3 > 0, then the Markov process
which describes the two-server queueing system is transient.

Proof. Note that P(D3 = 1) = 0 if K ≤ λ−1
2 . Therefore, ED3 > 0 implies K > λ−1

2 .
The process Q(t) is strong Markov, and all its states intercommunicate. Let C > 0. The

number of states with |Q(t)| ≤ C is finite for any C. Recall that the process Q(t) is recurrent if
(and only if), for any time instant t ≥ 0, there exists a positive random moment γ(t) ≥ t a.s. such
that |Q(γ(t))| ≤ C a.s.

We consider the initial state Q(0) = (C0, 0, 0) for some C0 ≥ 1. Denote by Tn the moment of
the nth switch of the first server from the second station to the first, and by Xn = |Q(Tn)| the total
queue length at time Tn. Here, X0 = C0. Let N ≥ 1 be an arbitrary integer. If the process Q(t) is
recurrent, then, for some (sufficiently large) C and any time instant t ≥ 0, one can chose a random
number ν(t) ≥ 1 such that TNν(t) ≥ t a.s. and XNν(t) ≤ 2C a.s.

Below we determine N and show that, under the conditions of the theorem, XNn → ∞ a.s. as
n→ ∞, which implies the transience of the process.

Note that, in the fluid model, tn+1 > Ktn > λ
−1
2 tn a.s. for all n. Let N ≥ 3 be such that

E

(
N∑
n=3

Dn

)
> 3 − logλ2

(1 − λ1).

Then
inf
H>0

E
(
logλ2

(xN ) − logλ2
(x0) | x0 = (1 − λ1)H

)
=: γ > 0.

Further, for the underlying stochastic model, one can repeatedly apply Chernoff’s inequality
and get the following (rough but sufficient) estimates: for certain constants C1 and C2,

P(X1 ≥ kX0 | X0) ≤ C1 exp{−C2k} (17)

and
P(X1 ≤ X0/k | X0) ≤ C1 exp{−C2k} (18)

for all k ≥ 1 and all X0 ≥ 1. We provide here, for example, an outline of the proof of inequality (17).
Let X1 = X̃1 + X̂1, where X̃1 = Q1(U1) and X̂1 is the number of customer arrivals at the first

station within the time interval (U1, R1). Then

P(X1 > x) ≤ P
(
X̃1 > x/2

)
+ P

(
X̂1 > x/2

)
.
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Since the distribution of X̃1 can be estimated from above by the stationary distribution of the queue
length in theM/M/1 queue with input intensity λ1 and service intensity 1, there exist constants C3

and C4 such that
P
(
X̃1 > x/2

)
≤ C3e

−C4x

for all x. Further,

P
(
X̂1 > kX0

)
≤ P(Z1 > kX0) + P

(
X̂1 > kX0 | Z1 = kX0

)
.

Let Sn =
n∑
1
τi where τi are i.i.d. exponential random variables with parameter λ1 < 1. Then, for

sufficiently small α > 0,

P
(
X̂1 > kX0 | Z1 = kX0

)
= P (SkX0 ≤ ckX0) = P

(
e−αSkX0 ≥ e−αkX0

)
≤ eαkX0

(
E e−ατ1

)kX0 =
(
(1 + o(1)) (1 + α)

(
1 − α
λ1

))kX0

.

Thus, for an appropriate choice of α, the value of the term in the parentheses is less than 1.
Analogously, we may estimate the probability P(Z1 > kX0) by the sum

P(Q2(U1) > c1kX0) + P(Z1 > kX0 | Q2(U1) = c1kX0)

and show that, for 0 < c1 < 2 − λ2, the second term also admits an exponential bound. We may
further estimate P(Q2(U1) > c1kX0) by using P(U1 > c2kX0) and then estimate the latter proba-
bility by using P(T1 > c3kX0) with an appropriate choice of constants c2 and c3. As a result, we
obtain a sum of exponentially decreasing functions and arrive at inequality (17).

Take the test function L(x) = max(0, logλ2
x). Then, by (17) and (18), the random variables

L(XNn) − L(X0) and (L(XNn) − L(X0))2 are uniformly integrable in X0.

It follows from Remark 2 that the convergence U (n)
1 /T

(n)
1 → H is uniform in H ∈ (H1,H2), for

any choice of 0 < H1 < H2 <∞. The uniform integrability of {L(XNn) − L(X0)} implies also the
convergence of the means. Therefore, there exists a number C 
 1 such that

inf
X0≥C

E (L(XNn) − L(X0) | X0) ≥ γ/2.

The sequence XNn forms a time-homogeneous Markov chain, and, for any initial state X0, there
exists an a.s. finite (random) moment n0 such thatXNn0 ≥ C a.s. Thus, the conditions of Theorem 1
from [24] hold, and L(XNn) → ∞ a.s., which implies the statement of the theorem. �
Remark 4. In the Appendix, we find a Fourier expansion for the density of the random variable

η = logλ2
V (H). Formula (A.2) provides estimates for coefficients of that expansion, which, in turn,

imply that

c0 = 1, |c1| + |c−1| < ∆0 = 4π exp
(
− π2

lnλ2

)√
1

lnλ2
< 0.99 · 10−5,∑

|k|≥2
|ck|

∆0
< 10−4.

(19)

Let δ0(λ2) = sup
H

∣∣logλ2
V (H) − 1

∣∣. From the estimates above, it follows that, uniformly in

(H1,H2), the joint density of the random vector
(
logλ2

V1(H1), logλ2
V2(H2)

)
deviates from the

uniform density on the unit square by no more than δ0(λ2), where sup
λ2

δ0(λ2) ≤ ∆0(1+10−3) < 10−5.
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Fig. 5. Top: graph of the difference of the functions (20) and (14) in the coordinates (λ2, λ1). Bottom:
the graph of the function δ0(λ2).

We find now an approximate solution to equation ED3 = 0. Let ζ1 and ζ2 be independent
random variables uniformly distributed on [0; 1]. Then

ED3 ≈ P(ζ1 + ζ2 + logλ2
K ≥ 1) −P(ζ1 + ζ2 + logλ2

K < 0).

Noting that s ≡ logλ2
(1/K) ∈ (0; 1), we obtain

ED3 ≈ 1
2
((1 − s)2 − s2) =

1
2
− s ≈ 0.

Finally, we obtain an approximate equation for the boundary: s = 1/2, i.e., K = λ−1/2
2 , or,

equivalently,

λ1 =
λ
−1/2
2

λ2 − 1
2 − λ2

+ λ−1/2
2

. (20)
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The graphs of the approximate boundaries of regions of stability and of transience are very close,
and we provide in Fig. 5 a graph for the difference of the corresponding functions.

We find a sufficient condition for the inequality ED3 > 0 to hold. From the estimates in
Remark 4, ED3 >

1
2 − s− δ0(λ2). Then K > λ−1/2+δ0(λ2)

2 , i.e.,

λ1 >
λ
−1/2+δ0(λ2)
2

λ2 − 1
2 − λ2

+ λ−1/2+δ0(λ2)
2

.

As a result, we obtain the following corollary.

Corollary 5. Under assumptions (SA2), a sufficient condition for the instability of the stochas-
tic queueing system is K > λ−1/2+δ0(λ2)

2 , i.e.,

λ1 >
λ
−1/2+δ0(λ2)
2

λ2 − 1
2 − λ2

+ λ−1/2+δ0(λ2)
2

,

where |δ0(λ2)| < 10−5 (see Fig. 5 (bottom) for the graph of the function δ0(λ2)).

Remark 5. The following conjecture seems to be natural: the intermediate case, Eθ1 = ∞ and
ED3 < 0, corresponds to the null recurrence of the underlying Markov process. However, we are
unable to prove this result.

APPENDIX

For brevity, we write λ := λ2 below. Our proof of Theorem 3 is based on the Fourier expansion
of the density of the random variable η = lnλ V (H). These results were obtained with the essential
assistance of V.A. Vatutin.

Let y =
ln(α2H)

lnλ
. Then, first, V (H) = λη and, second, it is easy to get the following represen-

tation of the density of η:

fη(x;H) := fη,y(x) := lnλ
∞∑

k=−∞
λkλx+y exp{−λkλx+y}.

This representation is convenient since the function fη,y(x) is periodic in the variable x + y with
period 1; therefore, an appropriate Fourier expansion may be obtained for the function fη(x) :=
fη,0(x) on the interval [0, 1].

Note that, for any function g : [1, λ2] → R with finite mean E g(V (H)) < ∞, we have the
following representation:

E g(V (H)) = E g(λη) =
1∫

0

g(λx)fη,y(x) dx. (A.1)

Lemma 7. Let

fη(x) = λx lnλ
+∞∑
k=−∞

λke−λ
k+x

:=
∞∑

k=−∞
cke

2πkix.

Then

ck =
1∫

0

e2πkixfη(x) dx = Γ
(
1 +

2πki
lnλ

)
,

where Γ(y) is the standard gamma function for y ∈ C.
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Proof. By using the identity e2πikx = e2πik(x+n) for n ∈ Z, we obtain

ck = lnλ
∞∑

n=−∞

1∫
0

e2πikxλx+n exp{−λn+x} dx = lnλ
∞∑

n=−∞

n+1∫
n

e2πikxλx exp{−λx} dx

= lnλ
∞∫

−∞

e2πikxλx exp{−λx} dx =
∞∫
0

z2πik/ lnλe−z dz = Γ
(
1 +

2πik
lnλ

)
. �

Proof of Theorem 3. We compute EV (H), using the Fourier expansion of the density from
Lemma 7:

EV (H) =
1∫

0

λx
+∞∑
k=−∞

cke
2πki(x+y) dx =

+∞∑
k=−∞

cke
2πkiy

1∫
0

λxe2πkix dx

= (λ− 1)
+∞∑
k=−∞

ck
lnλ+ 2πki

e2πkiy.

Since Γ(1 + x) = xΓ(x) and |Γ(iy)| =
(

π

y sinh(πy)

)1/2

(see, e.g., [23, p. 43]), for k ∈ Z \ 0 we
have

bk :=
(λ− 1)ck

lnλ+ 2πki
e2πkiy = Γ

(
2πik
lnλ

)
1

lnλ
2πik(λ − 1)
lnλ+ 2πki

e2πkiy,

|bk| =

 lnλ

2|k| sinh
2π2|k|
lnλ


1/2

2|k|(λ − 1)

lnλ
√

ln2 λ+ (2πk)2
,

and, for k = 0,

b0 :=
(λ− 1)c0

lnλ
=
λ− 1
lnλ

.

We estimate the coefficients bk for k �= 0. From the inequality sinh(x) ≥ ex/2, we have, for x > 0,

|bk| ≤
(

lnλ
|k| exp

(
−2π2|k|

lnλ

))1/2
(λ− 1)

lnλ
= exp

(
−π

2k

lnλ

)
(λ− 1)√
k lnλ

,

qλ := exp
(
− π

2

lnλ

)
≤ exp

(
− π

2

ln 2

)
:= q.

By direct calculations, we obtain q ≈ 6.548698489 · 10−7 and

2
∞∑
k=1

qkλ =
2qλ

1− qλ
≤ 2

∞∑
k=1

qk =
2q

1 − q < 1.3098 · 10−6. �

We now also obtain estimates for the coefficients ck. First of all, note that c0 = 1. Analogously
to the previous calculations,

|ck| :=

 lnλ

2π|k| sinh
2π2|k|
lnλ


1/2

2πk
lnλ

≤ q|k|λ

√
|k|
lnλ
, k ∈ Z \ {0}, (A.2)

and the latter inequality now implies (19) in Remark 4.
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We conclude by remarking that, based on the approach of the proof of Theorem 5 and the
representation (A.1), one can relatively easily get “good” approximations for a wide class of func-
tions g(x).

The authors express their deep gratitude to Prof. V.A. Vatutin for his interest to and opera-
tive assistance with solution of problems discussed in the Appendix, and to Prof. S. Zachary for
improving the style of the English translation.
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