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Abstract

Coarsening of solutions of the integro-differential equation

ut = ε

∫
Ω
J(|x− y|)(u(y) − u(x)) dy − f(u), x ∈ Ω,

where Ω ⊂ R
n , J(·) ≥ 0, ε > 0 and f(u) = u3 − u (or a similar bistable nonlinear

term), is examined and compared with results for the Allen-Cahn partial differential

equation. Both equations are used as models of solid-solid phase transitions. In par-

ticular it is shown that when ε is small enough, solutions of this integro-differential

equation do not coarsen, in contrast to those of the Allen-Cahn equation.

The special case J(·) ≡ 1 is explored in detail giving insight into the behaviour in

the more general case J(·) ≥ 0. Also, a numerical approximation method is outlined

and used on tests in both one and two space dimensions to verify and illustrate the

main result.
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1 Introduction

The Cahn-Hilliard and the Allen-Cahn equations are well established in the applied

mathematics literature as models for, respectively, order parameter preserving and

order parameter non-preserving phase transition phenomena in solids. Thus, the

Cahn-Hilliard equation models phase separation in binary alloys and the Allen-

Cahn equation can be used to model transitions between variants in a crystalline

substance. For a thorough introduction to the issues involved, see [6] or [13].

Recently it was suggested that the Cahn-Hilliard equation does not reproduce

faithfully the details of phase separation when the forces driving the process operate

at very short length scales [10]. Observations of this kind motivate the search for,

and analysis of alternative models for solid-solid phase transitions. At the moment,

two related directions are active. One involves considering mean field equations

directly derived from the Ising model (see [14] for derivation, [5] for simulations and

[10] for applications). The other, and the one we consider here was written down

by van der Waals [15]; our interest is chiefly motivated by the work of Fife [7] and

the discussion in Khachaturyan’s book [11].

Instead of considering the Ginzburg-Landau free energy functional, we deal with

gradient flows of the following free energy functional,

EK(u) =
ε

4

∫
Ω

∫
Ω
J(|x− y|)(u(y) − u(x))2 dydx+

∫
Ω
F (u) dx, (1.1)

where Ω is a domain in R
n ; from now on we take |Ω| = 1. u(x, t) is the order

parameter, F (u) is a double-well free energy, J(·) is a kernel that measures interac-

tions between particles at positions x and at y, and ε is a convenient measure of the

overall strength of such interactions. The order parameter non-conserving gradient

flow of this functional is the integro-differential equation (IDE)

ut = ε

∫
Ω
J(|x− y|)(u(y) − u(x)) dy − f(u), x ∈ Ω, (1.2)

where f(u) ≡ F ′(u) is now a (dissipative) bistable nonlinearity. Equation (1.2) been

popularized by Bates, Fife and coworkers. See [1] for a careful derivation, [7] for

a discussion of its basic properties and an overview of known results, and [2] for a

thorough discussion of steady state solutions.

In this paper we mainly consider coarsening (roughly speaking, the disappear-

ance of fine structure with time) of solutions of (1.2). We follow [7] and most of the

literature and only consider the case J(·) ≥ 0, but note that physical situations in

which J might take negative values, abound; for more on that see [2]. In addition,

we take Ω to be bounded and make no particular assumptions on J(·) beyond taking

it to be in L2(Ω). For definiteness we take f(u) = u3 − u ; however, the arguments

below are easily adapted to deal with any bistable nonlinearity.
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We give a partial answer to Fife’s question [7], which asks how far the similarities

between (1.2) and the Allen-Cahn equation

ut = ε∆u− f(u), x ∈ Ω,
∂u

∂n
= 0 on ∂Ω (1.3)

can be taken. In one space dimension, the situation for the Allen-Cahn equation

is well understood; see the fundamental papers of Carr and Pego and of Fusco and

Hale [4, 8]. For small enough ε solutions of (1.3) evolve as follows: domains where

u ≈ ±1 quickly appear; these are separated by sharp transition layers. A transition

layer moves exponentially slowly, on an O(ec/
√
ε) time scale, and is annihilated by

collision either with another layer or with the boundary. With probability one,

solutions coarsen to one of the two stable constant solutions, u ≡ ±1. We shall

show that the situation for (1.2) is significantly different.

We start in Section 2 by examining stationary solutions of (1.2). We give a

definition of “coarsening” in Section 3, examine the special case of (1.2) with J(·) ≡ 1

to gain some insight into the behaviour in the more general case J(·) ≥ 0, and prove

our main result (Theorem 5). We outline a numerical approximation method in

Section 4 and show tests in both one and two space dimensions which back up and

illustrate the main result. We finish with conclusions and observations.

2 Stationary Solutions

Consider the kinetic equation obtained by setting ε to zero in the IDE (1.2) or the

Allen-Cahn PDE (1.3),

ut = −f(u), x ∈ Ω. (2.1)

The major difference between (1.3) and (1.2) is that the O(ε) term in (1.3) is a sin-

gular perturbation of the kinetic equation, while in (1.2) it is a regular perturbation,

since this term is a bounded linear operator.

It is not hard to show that (1.2) generates a dynamical system (a fact noted

in [7]; (1.3) generates a semi-dynamical system) in various function spaces. We

shall work in L∞(Ω); more precisely, the solutions u(t) of (1.2) satisfy u(t) ∈
C1([0,∞), L∞(Ω)). We shall denote the solution through an initial condition φ

by u(t, φ).

There are two keys to our main theorem, Theorem 5. One is the following

comparison principle stated in [7] (under more restrictive regularity conditions, but

the L∞ statement goes through without any changes):

Lemma 1 ([7]) If φ, ψ ∈ L∞(Ω) satisfy φ ≥ ψ a.e., then u(t, φ) ≥ u(t, ψ) a.e.

for all t ∈ [0, ∞).

3



The other is the implicit function theorem which we examine below, following the

treatment of [12] and noting that the stationary solutions are solutions of the equa-

tion G(u, ε) = 0, where

G(u, ε) = −f(u) + ε

∫
Ω
J(|x− y|)(u(y) − u(x)) dx,

a C1 operator on L∞(Ω).

Solutions for ε = 0

For ε = 0, we see that there are three types of stationary solutions. Each stationary

solution u(x) can be written in the form

u(x) = 1χA(x) + (−1)χB(x) + 0χΩ\(A∪B)(x), (2.2)

where A, B are any measurable subsets of Ω. If all the three sets in (2.2) have

non-zero measure, we say that u is a three-phase solution; if exactly one of them

has zero measure, we say that u is a two-phase solution; otherwise u is one of the

three one-phase solutions, ±1 or 0.

We shall be in particularly interested in two-phase solutions on domains of size

|Ω| = 1. For a fixed number s ∈ (0, 1), we shall use the following notation: by

(a, b), where a, b can take the values ±1, 0, we mean the set of stationary solutions

u that take the value a on a set of measure s, and b on a set of measure 1− s. Thus

(1, 0) and (0, 1) are the same sets if s = 1/2 but different otherwise.

Solutions for ε > 0

Theorem 2 Let s ∈ (0, 1) and let u0 be an (a, b) solution of G(u, 0) = 0. There

exists ε∗ > 0 such that every such solution has a locally unique continuation for all

0 < ε < ε∗.

Proof. Let us define

Ω+(u0) = {x ∈ Ω |u0(x) > 0}; Ω−(u0) = {x ∈ Ω |u0(x) < 0};

and

Ω0(u0) = {x ∈ Ω |u0(x) = 0}.

In L∞(Ω) every (a, b) solution u0 of G(u, 0) = 0 is isolated and hence lo-

cally unique. Since −f ′(u0) ∈ {1, −2}, DG−1(u0, 0) is the operator of multipli-

cation by the L∞ function g(x) = χΩ0(u0)(x) − 1/2χΩ−(u0)∪Ω+(u0)(x). Hence

‖DG−1(u0, 0)‖ ≤ 1 for all s ∈ (0, 1) and by the implicit function theorem there is
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ε∗ > 0 such that G(u, ε) = 0 has a locally unique solution u(ε), u(0) = u0 for all s

in (0, 1) for all 0 < ε < ε∗. 2

Note that, as [12] remark, ε∗ is a common lower bound for the range of pa-

rameters for which (a, b) solutions can be continued; the upper bounds are clearly

dependent on s; a particular case is discussed in Section 3. Obviously, the above

result holds for all |ε| < ε∗.

Since G(u, ε) depends analytically on ε, regular perturbation expansions in ε for

solutions of G(u, ε) converge for ε sufficiently small. In Theorem 5 we shall need

some information on qualitative properties of two-phase solutions for ε small. This

information is contained in the following lemma:

Lemma 3 If u(0) = u0 is any (1, 0) solution, then for sufficiently small ε > 0 we

have that u(ε) satisfies u(ε)(x) = 1 − εC1(x) + O(ε2) on Ω+(u0) and u(ε)(x) =

−εC2(x) +O(ε2) on Ω0(u0), where C1(x), C2(x) are both O(1) in Ω and positive.

Obviously, similar statements can be made for continuations of (−1, 0) solutions.

The proof follows from the representation

u(ε)(x) = u0(x)− ε
(∫

Ω J(|x− y|)(u0(y)− u0(x)) dy
1− 3u2

0(x)

)
+O(ε2)

and the non-negativity of J(·).
These results allow us to formulate a lemma that shows that there is a significant

difference between (1.3), which has a compact attractor (see e.g. [9]), and (1.2),

which does not.

Lemma 4 For sufficiently small ε the attractor of the dynamical system generated

by (1.2) in L∞(Ω) is not compact.

Proof. Take a sequence {u0n}, n = 1, . . . , ∞ of solutions of the equation G(u, 0) =

0, such that ‖u0i − u0j‖∞ = 1 if i 6= j. For ε sufficiently small, let uk be the unique

continuation of u0k. Then using Lemma 3 and the triangle inequiality, we have that

for any two elements of the sequence, ui and uj,

‖ui − uj‖∞ ≥ 1− Cε,

for some constant C, so that the sequence {un}, n = 1, . . . , ∞ is not Cauchy. Hence

the set of equilibria is not compact and therefore the attractor cannot be compact

either. 2

An interesting question is whether there is a function-theoretic setting in which

the attractor is compact.
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3 Coarsening

In this section we define what we mean by “coarsening”, examine the coarsening of

solutions of (1.2) in the case J(·) ≡ 1 and then give a general result for the case

J(·) ≥ 0. We start with the following definition.

Definition. Let φ ∈ L∞(Ω), and let u(t, φ) be the solution through the initial

condition φ(x) and assume that φ(x) changes sign in Ω, so that both Ω+(φ) and

Ω−(φ) have nonzero measure. We say that the solution does not coarsen if for

each component A+ of the set Ω+(φ) and component A− of Ω−(φ) there exist non-

empty sets Bt
+ and Bt

− such that u(t, φ) is positive on Bt
+ and negative on Bt

− and

A+ ∩Bt
+ 6= ∅ and A− ∩Bt

− 6= ∅ for all t ∈ [0, ∞).

The case J(·) ≡ 1

In this case one can have a relatively complete picture of the coarsening of solutions.

First of all, the spectrum of the linearization around the stationary solution u ≡ 0

is easily computed. Linearizing, we have the eigenvalue problem

ε

∫
Ω
φdx = (λ− 1 + ε)φ, (3.1)

so that at ε = 1 we have a zero eigenvalue for which any function φ of zero mass is

an eigenfunction.

Furthermore, one can draw the global bifurcation diagram for two-phase and

three-phase solutions. Since we only require an understanding of two-phase solu-

tions, we do not treat the other case here.

Clearly, all multi-phase solutions in this case are piecewise constant. Thus, any

two-phase solution has the form

u(x) = u1χA + u2χΩ\A,

where A ⊂ Ω and u1 6= u2. Setting |A| = s, s ∈ (0, 1), we obtain the following

system of equations for u1, u2:{
ε[su1 + (1− s)u2 − u1]− f(u1) = 0,

ε[su1 + (1− s)u2 − u2]− f(u2) = 0,
(3.2)

which is easily analysed using MAPLE. Eliminating u1 we have:

p(u2, ε, s) = u6
2 + (3εs− 2)u4

2 + (3ε2s2 − 3εs+ 1)u2
2 + ε3s2 − ε2s2 = 0. (3.3)

Fixing s and treating ε as a bifurcation parameter, we obtain the bifurcation di-

agrams shown in Figures 1 and 2. Note that if s 6= 1/2 the second pitchfork

bifurcation is broken. This is shown in Figure 2.
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Figure 1: Solutions of (3.2) in the case s = 1/2, f(u) = u3 − u. Broken lines denote

unstable solutions and solid lines denote stable solutions.
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Figure 2: Solutions of (3.2) in the case s = 0.51, f(u) = u3 − u. Broken lines denote

unstable solutions and solid lines denote stable solutions.
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Obviously, the existence of solutions depends only on the value of s and not

on the geometry of the set A. It is also essential to realize that the branches

of non-constant solutions above correspond to uncountable equivalence classes of

stationary solutions. The solutions on the branches connecting to u = χA − χΩ\A

and u = −χA + χΩ\A as ε → 0+ are linearly stable in the L∞(Ω) norm. Then

the heuristic explanation of disappearance of coarsening is that as we decrease ε, an

initial condition that changes sign moves from being in the domain of attraction of

a constant solution to that of one of the myriad non-constant ones, which for small

enough ε has the same pattern of change of sign as the initial condition itself. This

is made clearer below.

Let us denote by ε∗(s) the value of ε at which a second bifurcation phenomenon

(be it a pitchfork or a saddle-node bifurcation) occurs. We would like to know how

ε∗(s) depends on s, and, in particular, whether ε∗(s) → 0 as s → 0 or s → 1.

Computing the discriminant of (3.3) with respect to u2, we see that it vanishes if s

and ε satisfy the following relation:

27ε4s2(1− s)2 − 18ε2s(1− s) + 4ε− 1 = 0.

Thus this relation implicitly defines ε∗(s), which is graphed in Figure 3. Clearly

ε∗(s) 6→ 0.

0 0.25 0.5 0.75 1
0

0.25

0.5

0.75

1

ε*(1/2)=2/3

ε*(0)=1/4 ε*(1)=1/4

ε*(s) versus s

s

Figure 3: The relationship between ε∗ and s, the fraction of the space domain occupied

by one phase of a two phase solution.

The general case J(·) ≥ 0

Now we state and prove our main theorem concerning coarsening.
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Theorem 5 For every kernel J(·) ≥ 0 and every initial condition

φ(x) ∈ L∞(Ω) that changes sign, ‖φ‖∞ < 1, such that the measure of Ω0(φ) is 0,

there is a value ε0 > 0, ε0 = ε0(φ), such that for all ε < ε0 the solution through

φ(x) does not coarsen.

Proof. We start by making a number of definitions. Given an initial condition φ

that changes sign, let Ai+ be the i-th component (the number of which may be

infinite) of Ω+(φ) and, similarly, let Aj− be the j-th component of Ω−(φ). We say

that a pair (u+, u−) of stationary solutions of (1.2) is a blocking pair for φ if

1. u− ≤ φ ≤ u+, and

2. for each i, j, u+ is positive on a set that contains Ai+ and negative on a subset

of Aj−; similarly, u− is positive on a subset of Ai+ and negative on set containing

Aj−.

Clearly, if a blocking pair exists for an initial condition φ, then u(t, φ) cannot

coarsen by Lemma 1. Hence it only remains to show that for ε sufficiently small

every initial condition satisfying the assumptions of the theorem admits a blocking

pair. However, this follows immediately from Theorem 2 and Lemma 3. See Figure

4 for an illustration of the construction. 2

u+
φ

-1

0

1

x

u

u -

Figure 4: A blocking pair.

A weaker “partial non-coarsening” theorem can be proved in the case when

|Ω0(φ)| 6= 0; we leave the details to the reader. It should be possible to remove the

assumption ‖φ‖∞ < 1 as well.
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4 Numerical Approximation and Experiments

Numerical Approximation

To illustrate how the numerical approximation of (1.2) is carried out, we consider

the following example in one space dimension. Extension to more than one space

dimension can be done in a similar way. The equation

ut = ε

(∫ 1

0
J(|x−y|)u(y, t)dy − u(x, t)

∫ 1

0
J(|x−y|)dy

)
− f(u) (4.1)

is approximated by partitioning the interval [0, 1] into a uniform subdivision of N

elements with node points xj = j∆x and mesh size ∆x = 1/N . Then, bearing

in mind that the solution need not be continuous, it is approximated as piecewise

constant in space:

u(x, t) ≈ uj(t) for x ∈ (xj−1, xj) .

The approximate solution is substituted for the exact solution in (4.1) with x =

xj−1/2 for j = 1, . . . ,N , to obtain

duj
dt

= ε

(
N∑
k=1

J̄j,kuk − uj
N∑
k=1

J̄j,k

)
− f(uj)

where

J̄j,k = ∆xJ(|xj−1/2 − xk−1/2|) = ∆xJ(|xj−k|) ≈
∫ xk

xk−1

J(|xj−1/2 − y|)dy

using the midpoint rule for approximate integration.

The approximation above can then be written as

u̇ = ε∆xAu− f(u)

where the jth component of f(u) is f(uj) and the matrix A is symmetric with

elements

aj,k =

{
J(|xj−k|) , j 6= k

J(0) −
∑N

r=1 J(|xj−r|) , j = k

so that A has real eigenvalues λj (it is real and symmetric) with λj ≤ 0 by the

Gerschgorin circle theorem (since the row sums are zero). This ODE system is

solved using a standard ODE package in Matlab.

As an alternative approach to act as a check, the piecewise constant approxi-

mation of u(x, t) in x was replaced by approximation in terms of Chebyshev basis

functions and using the pseudo-spectral method. The end result is an ODE system

with similar structure producing almost identical results.
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Numerical Experiments

Figures 5 and 6 show results for the problem (1.2) in one space dimension. In these

examples, the solution u(x, t) is 1-periodic in x and starts from the initial data

u(x, 0) = sin(10x2π) , x ∈ [0, 1] . (4.2)

The kernel function is the Gaussian

J(x) =

√
100
π

exp(−100x2) . (4.3)

In Figure 5 we see the initial data (4.2) and final equilibrium solutions for a range

of values of parameter ε. We see of course that when ε = 0 the equilibrium is

u = signum(u(x, 0)), and when ε increases the equilibrium solutions become simpler.

When ε is big enough the equilibrium solution is (in this example) the spatially

homogeneous solution u = +1. Figure 6 shows the time evolution of the initial data

(4.2) through to equilibrium for a fixed value of ε. The initial separation of the

solution into domains where u ≈ ±1 is followed by the collapse of the smaller scale

domains.

Figure (7) shows snapshots of the time evolution of a solution of the problem

(1.2) in two space dimensions. The solution is 1-periodic in each space direction (so

we only show the unit square) and the kernel is

J(x) =
100
π

exp(−100|x|2) . (4.4)

The initial value of u in each subdivision of the unit square used in the numerical

approximation is a randomly generated number between −1 and +1. The figure

shows the solution coarsening to form domains where u ≈ ±1 and finally settling

into a spatially inhomogeneous stable equilibrium.

5 Remarks

1. The assumption J(·) ≥ 0 was crucial in the comparison principle 1 and Lemma

3. Stationary solutions and their linearized stability in the case of J(·) changing

sign are studied in [2].

2. We did not prove a stabilisation theorem. While it is obvious that ut > 0 at

t = 0 implies ut > 0 for all time, which would lead to a stabilisation result for a

class of initial conditions, it is not clear how to prove a general stabilisation result

for all φ ∈ L∞. On one hand, there is not enough compactness in the system even

to decide that ω-limit sets (in strong topology) of initial conditions are non-empty,

while on the other hand stabilisation in the kinetic equation is completely trivial.
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We hope that an approach via the Kuratowski measure of non-compactness [9] will

resolve this issue.

3. Theorem 5 states that for small enough ε the evolution system does not define a

length-scale. In fact, the definition of non-coarsening can be taken to be a definition

of spatial chaos. It is not clear what this implies for the suitability of equation (1.2)

as a model of physical processes.

4. Finally, numerical experiments indicate that the equivalent of Theorem 5

is true also for the order parameter conserving version of (1.2). Clearly, methods

based on comparison principle arguments do not work anymore and a fundamentally

different approach is required in that case.
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Figure 5: Equilibrium solutions of (1.2) for different values of ε in the case f(u) = u3− u
on the domain Ω = R with kernel (4.3) and initial data (4.2). The solution is 1-periodic

in x. 128 elements are used in the numerical approximation.
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t = 2 t = 4 t = 8 t = 16

t = 32 t = 64 t = 128 t → ∞

Figure 7: Time evolution of a solution of (1.2) in two space dimensions with ε = 0.55,

f(u) = u3 − u, kernel given by (4.4) and domain Ω = R
2 . The solution is 1-periodic in

both space directions. The grid size for the numerical approximation is 32 × 32 and the

initial data are randomly generated values between [−1, 1] on the grid. A grey scale is

used to show values of u between −1 (pure black) and +1 (pure white).
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