A Fixed Point Iteration Theorem

If @(x) and its derivatives are continuous, and |¢/(x.)| < 1, ¢(X.) = X., then there
isaninterval I =[x, —9,X,+98], &> 0, such that the iteration xx+1 = @(X)
converges to x, for every xo € lg. Further, if ¢’(x.) # 0O, then the convergence is
linear withratio|¢/(x.)|. Alternatively, if 0= ¢’ (x,) = ¢ (x,) = ... = P~V (x,),
and ¢(P)(x,) # 0, then the convergence is of order p.

Pr oof

(Similar to the proof for convergence of the Newton-Raphson method).

(@
Leteg=xc— X, fork=0,1,... (e = “error”).
So
&l = Xk+1— X = QO(Xk) — ©(X,) by definition of x, and {x}.

= (%) + (% — X )0 (Ek) — @(X.) by Taylor expansion for some &
between x, and X,.

= &'

(b)

By hypothesis |¢/(x.)| < 1 and ¢/(x) is continuous, so there is an interval |5 =
[X. — 8, +9], (i.e. closeto x,) wherex € |5 = |¢/(x)| < C < 1, for some constant
C such that |¢/(x.)| < C < 1. (See Figure).

(©)

Notethat x € |5 isthe same as saying |ex| < & since |ex| = Xk — X«|.
(a) and (b) give us

|@cr1] = a9/ (Ei)| < 8¢/(8k) < 8

since & lies between x¢ and ., i.e. & € |;.

Soif X € I then || < dand | 1| <, i.e [X—Xi| <&, S0 Xk11 € .
Sofinaly x¢ € I = Xk+1 € l5, and if Xg € I, thensoisxy € Ig, % € 15, .. ..
Therefore dl x¢ € I (and so are all the &).
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Figure 1: Illustration of I

(d)
|6-1[/¢' (Ek-1)| from (a)

Clex_1] from (b)

Clex—2||¢(Ek-2)|
C%lec2| < C¥lacsg| < ...CHeo|

Recall that 0 < C < 1. So
I!im|e,<|:|eo|llimck:|eo| x0=0

|&|

IA AN CIA

hencee, — 0 ask — « (& = Xk — X) and equivalently xx — X, ask — 0. So the
sequence {xx} convergesto x. under the assumptions of the theorem.

(e)

Check linear convergence.
jim et =Xl [
koo [Xi— Xy koo |€]



= lim|g'&)| from @
= |¢'(x)|

since&x — X, asxx — X, and &y istrapped between x, and x,.. Also ¢’ (x.)| < 1 by
assumptions of theorem, so convergenceis linear if |@'(x.)| # 0 and superlinear
if |¢'(x.)| =0.
()
(Thecase 0= ¢/ (X)) = ¢" (%) =... = 9P~V (x,))

Taylor expand again (similar to (a))

Bl = Xkl —Xe = O(X) — O(X)

= 0() (X~ X )P (%) + o (% )% (%)

1 1
~_x, ) (P p(P-1) (% —X%.)PoP
+"'+(p—1)!<xk X ) [0) (X*)-i-p!(Xk X:) o (i)
—0(x:)
for somemc between x and x,. Since0 =@/ (x,) = ¢ (%) = ... = PV (x,), we

have that

1 1
81 = 7 (% —x)PoP (my) = aeﬁcp(p) (MK)

Now test for pth order convergence.

lim 182l i
k—o0 |a(|p k—ro0

1
= o)l 0

1
H(P(p) (Mk)

by hypothesisand sinceng — X.
Hence convergence is pth order as required.



