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Abstract
In this paper we review the Wilkie asset model for a variety of UK economic indices, including the

Retail Prices Index, both without and with an ARCH model, the wages index, share dividend yields,

share dividends and share prices, long term bond yields, short term bond yields and index-linked

bond yields, in each case by updating the parameters to June 2009. We discuss how the model has

performed from 1994 to 2009 and estimate the values of the parameters and their confidence

intervals over various sub-periods to study their stability. Our analysis shows that the residuals

of many of the series are much fatter-tailed than in a normal distribution. We observe also that

besides the stochastic uncertainty built into the model by the random innovations there is also

parameter uncertainty arising from the estimated values of the parameters.
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1. Introduction

1.1 In 1984 one of us, David Wilkie, presented a paper to the Faculty of Actuaries entitled

‘‘A stochastic investment model for actuarial use’’ (Wilkie, 1986), in which, what has become

known as the ‘‘Wilkie model’’, was described for the first time. In 1995 he updated and extended the

model in a paper presented to the Institute of Actuaries entitled ‘‘More on a stochastic asset model

for actuarial use’’ (Wilkie, 1995), which we understand has become known as the ‘‘Mor(e)on’’

paper. A few years later Guy Thomas pointed out to David Wilkie that there were quite a lot of

references to the latter paper, but also several to a paper called ‘‘More on a stochastic investment

model for actuarial use’’, with the same source. Thomas thought that this was amusing until he

noticed that he himself was one of those who had misquoted the title. Wilkie consoled him by

noting that he too had misquoted the title, not just once, but twice, in two recent papers. Moral for

authors: check your references carefully, especially when referring to your own previous papers.
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1.2 We confuse things yet again by referring in this paper to a ‘‘stochastic economic model’’. Shares

and bonds, including index-linked bonds, are assets, and one can invest in them. The price index

cannot be invested in directly, but it forms a fundamental part of the original model, because of its

presumed influence on share dividends and on yields on conventional bonds and it is essential for

defining the benefits from index-linked bonds. Wages (which were introduced in the 1995 paper) are

neither assets nor investible, and were included because of their relevance in valuing the liabilities of a

pension fund, the expenses of a financial institution (mainly staff costs), or some liability claims in

general insurance. So ‘‘economic’’ seems the best word, so long as it is not interpreted as being a model

of the whole economy, rather than a model of some aspects of the financial parts of the economy.

1.3 There is a large number of papers such as Kitts (1990), Clarkson (1991), Geohegan et al.

(1992), Ludvik (1993), Harris (1995), Huber (1997), Rambaruth (2003), Hardy (2004), Nam

(2004) and Lee & Wilkie (2000), and books such as Daykin et al. (1994), Booth et al. (1999) and

Hardy (2003) which describe, compare or criticise the Wilkie model. Furthermore, the discussions

attached to Wilkie’s 1986 and 1995 papers may be counted as important references for comments

on the Wilkie model. Especially in the ‘Abstract of Discussion’ part of the 1995 paper there are

various comments and criticisms about the model from twenty academics and practitioners who

examined and applied the model or developed new models which followed in the footsteps of

Wilkie (1986, 1995). Among the papers that have used similar models or extensions of Wilkie’s

original model are Smith (1996), Thomson (1996) and Whitten & Thomas (1999).

1.4 Instead of one big paper, we propose to write a series of shorter articles describing certain

aspects of the model, first updating, and then revising and extending it, and taking account of the

comments and criticism of the model since it was introduced. In this first part we review how the

model has performed from 1994 to 2009, update the parameters to 2009, and discuss further

aspects of the parameter estimation, without in any way updating the structure of the model. We

consider the United Kingdom only, not other countries. We also omit property investment, which

was introduced in the 1995 paper. The model then was not very satisfactory; property indices have

many problems and are not readily available; and direct investment in property seems now to be of

rather less interest to pension funds and insurance companies in the UK than it was then.

1.5 In Sections 2 to 9 we discuss the series in turn as they appear in the ‘‘cascade’’ structure of the

model, respectively, retail prices, wages, share dividend yields, share dividends, long term bond

yields, short term bond yields, index-linked bond yields and an ARCH model for inflation.

We conclude briefly in Section 10.

1.6 In the 1984 paper Wilkie used data from 1919 to 1982, and in the 1995 paper he used data

from 1923 to 1994. On both occasions he used annual values as at the end of June, and we do the

same this time. We now take all the data up to June 2009. We do not consider monthly or other

more frequent data in this article. The data sources for all the indices used are given in Appendix F

of Wilkie (1995), and the most recent series used in that paper has been continued to 2009, with

‘‘chain-linking’’ of the series where the base date has been altered. In several cases the FT-Actuaries

indices have been renamed the FTSE-Actuaries indices.

2. Retail Prices

2.1 The most recent series used for the Retail Prices Index is the one called just that, RPI, and not

RPIX, CPI, HPI or any of the other alternative series produced for the UK in recent years. As before,

A. D. Wilkie et al.
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we denote the RPI index at time t as Q(t), and we calculate the ‘‘force’’ of inflation over the year t21

to t, denoted I(t), as I(t) 5 lnQ(t) – lnQ(t21), so that Q(t) 5 Q(t21).expI(t). In Figure 2.1 we show

the values of I(t) from 1900 to 2009.

2.2 One can observe that in the 15 years or so up to the most recent year the value of I(t) had been

much more stable than in many earlier periods, having settled down to a range of about 0.01 to 0.04

since it reduced after the instability of the 1970s and 1980s. But for the year ending June 2009 the

value of I(t) was negative, for the first time since 1959, and by a larger amount negative than in any

year since 1933. If the long period of stability had continued, it would suggest that a different

model, or at least a model with different parameters, might be more appropriate. The return to

negative inflation indicates that it might be very difficult at this point to be at all sure. But first we

investigate how the 1995 model has fared since that date.

2.3 The original model for I(t) was:

IðtÞ ¼ QMU þQA:ðIðt � 1Þ:�QMUÞ þQEðtÞ

QEðtÞ ¼ QSD:QZðtÞ

QZðtÞ � iid Nð0; 1Þ

that is QZ(t) is assumed to be a series of independent, identically distributed, unit normal variates,

i.e. they have zero mean and unit standard deviation.

2.4 The values of the parameters suggested in 1995, based on the experience from 1923 to 1994,

were: QMU 5 0.047; QA 5 0.58; QSD 5 0.0425. In 1995 the experience from 1982 to 1994 was

investigated in two ways, first by looking at the residuals, the difference between the ‘forecast’ and

the actual values year by year, the observed QEs, or their ‘standardised’ versions, the QZs; and

secondly by looking at the cumulative result, the logarithm of the RPI, and comparing it with the
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Figure 2.1. Annual force of inflation, I(t), 1900–2009
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values that would have been forecast in 1982. We do the same this time, using the 1995 parameters

and starting the forecasts in 1994. The methodology is described in Appendix E of Wilkie (1995).

2.5 According to the model, the residuals, the QEs, are distributed N(0, QSD2), i.e. normally with

zero mean and variance QSD2; it is convenient first to divide each QE by QSD to give QZs; these

are assumed to be distributed N(0,1). The sum of n such QZs is distributed N(0, n2), and the sum of

the squares of n such QZs is distributed as xn
2.

2.6 From 1995 to 2009 we have 15 new values. Table 2.1 shows, for each year, the observed value

I(t), the expected value conditional on the relevant information up to year (t21), E[I(t) |Ft21], the

observed residual QE(t) 5 I(t) – E[I(t)|Ft21], and the standardised residual QZ(t) 5 QE(t)/QSD.

The notation Ft just means the ‘facts’ or the relevant information as known at time t, and is

technically a statistical ‘‘filtration’’.

2.7 We can compare the sum of the 15 values of QZ, which is 23.70, with the expected value,

zero, and with the standard deviation O15 5 3.87. It is within one standard deviation away from its

expected value. We can also compare the sum of the 15 values of QZ2, which is 3.27 with a x15
2

distribution; the probability of a value of x2 as great or greater is 0.9993, which suggests that this

value of x2 is exceptionally low. The biggest (absolute) value of QZ is 1.45. The value of QSD looks

as if it were much too high, in comparison with the experience of the last 15 years. One might think

that this reflected a change in ‘‘regime’’ (as indeed it did, in respect of the Bank of England’s

monetary policy) and hence that a change in the model, or at least in the parameter values, might be

appropriate. But the big jumps in inflation, negative in June 2009, and above 5% in June 2010

suggest that a period of greater instability might be in prospect.

2.8 We can now consider the forecast values of ln Q(t), conditional on the information as at 1994.

It is easier to work with the change in the logarithm, i.e. QF(t) 5 ln Q(t) – ln Q(1994), which is just

Table 2.1. Comparison of actual and expected values of I(t), 1995–2009

Year I(t) E[I(t)|Ft21] QE(t) QZ(t)

1994 0.0259

1995 0.0346 0.0348 20.0001 20.00

1996 0.0211 0.0398 20.0187 20.44

1997 0.0290 0.0320 20.0030 20.07

1998 0.0368 0.0366 0.0002 0.01

1999 0.0134 0.0411 20.0277 20.65

2000 0.0327 0.0275 0.0052 0.12

2001 0.0191 0.0387 20.0196 20.46

2002 0.0103 0.0308 20.0206 20.48

2003 0.0285 0.0257 0.0028 0.07

2004 0.0299 0.0363 20.0064 20.15

2005 0.0285 0.0371 20.0086 20.20

2006 0.0323 0.0363 20.0040 20.09

2007 0.0434 0.0384 0.0049 0.12

2008 0.0448 0.0449 20.0001 0.00

2009 20.0158 0.0457 20.0615 21.45

Total 20.1571 23.70
P

QZ2 3.27

A. D. Wilkie et al.
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the cumulative sum of the values of I given in Table 2.1. Using the formulae for the expected values

and variances of the forecast log changes, which were set out in Appendix E.2 of the 1995 paper,

we get the results shown in Table 2.2. This shows the value of QF(t) for each year, its expected

value conditional on the relevant information up to 1994 E[QF(t)|F1994], the observed deviation

QF(t) – E[QF(t)|F1994], the standard deviation of QF(t)|F1994, and the standardised residual,

the observed deviation divided by the corresponding standard deviation.

2.9 The successive values of ln Q(t) are not independent, and the results represent only one

experience for 15 years, not 15 independent experiences for 1, 2, y, 15 years. The deviations

between the values of ln Q(t) and the forecast values are all negative, indicating that the forecasts

based on the 1994 value were too high. This could indicate that the value of the mean estimated in

1995, QMU, was perhaps too high. All the values of ln Q(t) are within one standard deviation of

their forecast values. Again, one might think that the ‘expanding funnel of doubt’ has been too wide

over this period, i.e. that the value of QSD estimated in 1995 was too high.

2.10 We now re-estimate the parameters for the whole period, 1923–2009. In Table 2.3 we

compare these with those that were estimated in 1995. We also show some statistics from both

periods: first, the first autocorrelation coefficient of the residuals, the values of QZ(t), denoted

r(QZ)1; then the first autocorrelation coefficient of the squares of the residuals, the values of

QZ(t)2, denoted r(QZ2)1; next the skewness and kurtosis coefficients of the residuals, denoted Ob1

and b2; finally the Jarque-Bera x2 statistic, equal to the sum of the squares of the skewness and

kurtosis coefficients, in each case divided by the squares of their standard errors, together with the

probability of such a large value of x2 being observed. Further details of these statistical tests are

given in Wilkie (1995), Appendix C.

2.11 It can be observed that the values of the parameters do not change by much, though the

values of QMU and QSD are reduced a little, being influenced by the several recent years of

low and stable inflation. The skewness and kurtosis coefficients are increased, not because of

any new large outlying values, but because the previous outlying values are divided by a smaller

Table 2.2. Comparison of actual and expected values of QF(t), 1995–2009 all conditional on F1994.

Year QF(t) E[QF(t)] Deviation Standard deviation Standardised deviation

1995 0.0346 0.0348 20.0001 0.0425 0.00

1996 0.0558 0.0399 20.0188 0.0795 20.24

1997 0.0848 0.0429 20.0139 0.1138 20.29

1998 0.1215 0.0446 20.0078 0.1449 20.28

1999 0.1349 0.0456 20.0322 0.1730 20.42

2000 0.1676 0.0462 20.0135 0.1985 20.44

2001 0.1867 0.0465 20.0274 0.2218 20.51

2002 0.1970 0.0467 20.0365 0.2433 20.62

2003 0.2255 0.0468 20.0183 0.2632 20.64

2004 0.2554 0.0469 20.0170 0.2818 20.66

2005 0.2839 0.0469 20.0184 0.2994 20.68

2006 0.3161 0.0470 20.0147 0.3160 20.69

2007 0.3595 0.5819 20.2224 0.3317 20.67

2008 0.4043 0.6289 20.2246 0.3468 20.65

2009 0.3885 0.6759 20.2874 0.3613 20.80
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value of QSD. The autocorrelation coefficients, r(QZ)1, are very low, demonstrating that the

residuals have no first order autocorrelation, as one would expect; the autocorrelation coefficients

of the squared residuals, r(QZ2)1, are a little larger, though far from significant. We do, however,

investigate a heteroscedastic (ARCH) model for inflation, in Section 9.

2.12 Possible rounded values for practical use, based on the past experience, might now be:

QMU ¼ 0:043; QA ¼ 0:58; QSD ¼ 0:04:

However, the recent experience suggests that a lower mean value, such as QMU 5 0.025, might be

more appropriate for the future. We would not, however, recommend reducing the standard

deviation, because, in the long run, the path of inflation may be very uncertain. We shall discuss

the possibility of using short-term adjustments to the parameters, in the form of a ‘‘select period’’,

in a later article.

2.13 It is clear from the high values of the skewness and kurtosis coefficients that the residuals are

far from being exactly normally distributed. We show in Section 9 that an ARCH model makes little

difference to this. We shall discuss models for the distribution of residuals also in a later article.

2.14 It has been suggested (e.g. Huber, 1997) that, when parameters are estimated over different

periods, very different values may be obtained, indicating that the values of the parameters are not

stable. We investigate this. Rather than calculate the parameter values over every possible subset of

dates, we use only two subsets, those periods starting in 1923, and those periods ending in 2009.

When the number of observations is small, less than 10 in this case, we omit the calculations.

We display the results in a series of graphs, in Figures 2.2, 2.3 and 2.4, for QMU, QA and QSD

respectively. These and subsequent graphs for other parameters all have the same format,

which we now explain.

2.15 We explain the graphs by using Figure 2.2, for QMU, as an example. The heavy line shows

the estimated values of QMU for periods starting in 1923 and ending in the given year. It begins

with the period ending in 1932, for which there are 10 years of data from which to estimate the

Table 2.3. Estimates of parameters and standard errors of AR(1) models for

inflation, and relevant statistics, over different periods.

1923–1994 1923–2009

QMU 0.0473 0.0429

(0.0120) (0.0101)

QA 0.5773 0.5779

(0.0798) (0.0744)

QSD 0.0427 0.0397

(0.0036) (0.0030)

r(QZ)1 20.0057 20.0060

r(QZ2)1 0.0421 0.0691

skewness Ob1 1.1298 1.2521

kurtosis b2 5.1126 5.9672

Jarque-Bera x2 33.09 54.65

p(x2) 0.0000 0.0000

A. D. Wilkie et al.
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parameters. Over this period we can see that the estimated value of QMU is negative, at 20.0192.

As the period increases the value increases, reaching a peak at 0.0503 for the period ending in 1980.

Thereafter it drifts slightly down, ending in 2009 at 0.0429, as shown in Table 2.3.

2.16 The thinner continuous line in the graph shows the estimated values of QMU for periods

ending in 2009. This line commences in 1923 at the value 0.0429, being the value for the whole
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Figure 2.2. Estimates for parameter QMU for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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period 1923–2009. The line rises gently as the earlier years of negative or low inflation are omitted,

and reaches a peak at 0.0597 in 1968. For the most recent years it declines quite sharply, ending at

0.0261 for 2000, the last year for which we have 10 years data ending in 2009. The dotted lines on

either side of the thinner continuous line show approximate 95% confidence intervals for the

corresponding value; the dot and dash lines on either side of the heavy line do the same. These are

based on an assumption that the parameter value is distributed normally, and are calculated as the

estimated value plus or minus 1.96 times the calculated standard error.

2.17 It can be seen that the estimated values of QMU are fairly far apart in the earlier years and cross

over in 1977. However, the confidence intervals overlap for all years from 1940 onwards. Further a

value of 0.030 lies within both confidence intervals for QMU from 1949 onwards. As the periods

shorten one would expect the confidence intervals to widen, being based on fewer observations. In fact

they do the opposite. In the most recent periods the confidence intervals are quite narrow, being based

on a period when the rate of inflation has been relatively low and very stable. This is most obviously

seen from the very low values for QSD in the recent periods seen in Figure 2.4.

2.18 Figure 2.3 shows the same features for QA, using the same conventions. Coming forward

from 1923, we see rather low values, starting at around 0.2, rising to a plateau of about 0.4 and

then to another plateau of about 0.6. Then reducing the periods, but keeping the end point at 2009,

the 0.6 value is apparent for a long period, but in the most recent years the value has dropped,

to well below zero. The confidence intervals overlap for almost all the periods shown, but are

comparatively wide, especially for the most recent years. When inflation is very stable, and has a

low variability, any autoregressive tendency that might be observed when rates are much higher

cannot be identified.

2.19 In Figure 2.4 one can see the graphs for QSD. The most obvious feature is how much lower the

values have been in recent years, and how narrow the confidence interval has also been. This almost

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Year

P
ar

am
et

er
 v

al
u

e

1923 20082003199819931988198319781973196819631958195319481943193819331928

Figure 2.4. Estimates for parameter QSD for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)

A. D. Wilkie et al.

60



suggests that a ‘‘regime switching’’ model might reflect the facts rather better than a model with fixed

parameters. But we discuss this further when considering an ARCH model in Section 9.

2.20 We have noted that the kurtosis of the residuals of the fitted model is large, indicating that

the residuals are fatter-tailed than they would be if they came from a normal distribution. One

possibility would be to use a different theoretical distribution, which was fatter-tailed than the

normal one. If we were to do this, the standard errors for the estimates of the values of the

parameter would very probably be larger, perhaps much larger, than we have shown in Table 2.3.

Further, the confidence intervals shown in the partial-period graphs would be wider. In any case, the

standard errors shown in Table 2.3 are not small, and would give 95% confidence intervals for the

value of QMU of about 0.02 to 0.06 (i.e. about 2% to 6% mean inflation), for the value of QA

of about 0.43 to 0.73, for the value of QSD of about 0.034 to 0.046. If we wish to simulate the

values of Q(t) over a number of future years we would be well-advised both to allow for the quite

large uncertainty in the values of the parameters, and to use a fatter-tailed distribution than the

normal for the future random innovations. These observations apply to all our series, to a greater or

lesser extent. However, further discussion of these points is deferred to later articles in this series.

3. Wages

3.1 For wages we use a series of indices, ending with the index for Monthly Earnings, All Employees,

not seasonally adjusted. We denote the wages index at time t as W(t), and the force of wage inflation

over the year t21 to t as J(t), calculated as J(t) 5 lnW(t) – lnW(t21), so that W(t) 5 W(t21).exp J(t).

In Figure 3.1 we show the values of Q(t) and W(t) from 1900 to 2009. We see that, after a rise from

1915 to 1920 and a subsequent fall, both series have risen on the same lines, but moving apart a little.

3.2 In Figure 3.2 we show the logarithm of ‘‘real wages’’, that is ln{W(t)/Q(t)}, and also a line of

constant growth from 1923 to 2009, at a force of 0.0146 per year. We see how, since 1923, the difference
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between the two series, lnW(t) and lnQ(t), has tracked the line quite closely. This might suggest that the

two series are co-integrated. We intend to investigate this idea in a later article in this series.

3.3 In Figure 3.3 we show the values of I(t) and J(t). These too have been quite similar over the

period, especially since 1923. Since 1994 the wage inflation has, like price inflation, been at a much

lower, and more stable, level than in previous years.
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3.4 The model for J(t) suggested in 1995 can be written as:

JðtÞ ¼WW1:IðtÞ þWW2:Iðt � 1Þ þWMU þWNðtÞ

WNðtÞ ¼WA:WNðt � 1Þ þWEðtÞ

WEðtÞ ¼WSD:WZðtÞ

WZðtÞ � iid Nð0; 1Þ

3.5 Two sets of values of the parameters were suggested in 1995, based on the experience

from 1923 to 1994. In both the value of WA was taken as zero. In one (Model W1) the values

of the other parameters were: WW1 5 0.60; WW2 5 027; WMU 5 0.021; WSD 5 0.0233. In the

other (Model W2): WW1 5 0.69; WW2 5 12WW1 5 031; WMU 5 0.016; WSD 5 0.0244.

We investigate the experience from 1994 to 2009 in the same two ways as for I(t) and Q(t). In the

first we look at the forecast residuals for year t conditional on knowledge both of Ft–1 and of I(t),

i.e. assuming that we know the rate of price inflation in year t. In the second we look at the

cumulative result and compare it with the values that would have been forecast in 1994.

3.6 From 1995 to 2009 we have 15 new values. Table 3.1 shows, for each year, the observed value

J(t), and for each model the expected value conditional on the relevant information including the

current inflation, E[J(t)|Ft21 & I(t)], the observed residual WE(t) 5 J(t) – E[J(t)|Ft21 & I(t)], and

the standardised residual WZ(t) 5 WE(t)/WSD. We can see that the standardised residuals are very

low, only recently getting bigger (absolutely) than 1.0, and with a total and a value of the sum of

squares that are all very low. We might assume that the value of WSD found in 1995 has been too

big, compared with the experience of the last 15 years.

3.7 In Tables 3.2a and 3.2b we see the same, all based only on the data as at 1994, F1994, and

using models W1 and W2 respectively. The standard deviations allow for the uncertainty of forecast

inflation, as well as that of real wages, and the deviations are all negative, since inflation has been

lower than the expected in 1994. However, all the deviations except the last for W1 are within one

standard deviation, and that for W1 for 2009 is only 21.02.

3.8 We now re-estimate the parameters for the whole period, 1923–2009. We do this for four

different models, with WA free or set to zero, and with WW2 free or set to 12WW1. In Tables 3.3a

and 3.3b we compare these with those that were estimated in 1995, in each case along with the

same statistics as shown for inflation in Table 2.3.

3.9 We can observe that, as in 1995, the addition of the WA term improves the log likelihood by very

little, and in one of the cases it worsens the fit, and further that the value of WA is not significantly

different from zero. So the WA term can be omitted. In 1995 there was not a very big difference

between the model with WW2 free and the one with WW2 5 12WW1. The same is true on this

occasion, though the fit on both occasions is not so good. There is therefore good reason to prefer the

model with WW2 free, even though this does not give a ‘‘unit gain’’ from inflation to wages.

3.10 Possible rounded values for practical use, based on the past experience, might now be:

WW1 ¼ 0:60; WW2 ¼ 0:27; WMU ¼ 0:020; WSD ¼ 0:0219:

or alternatively

WW1 ¼ 0:68; WW2 ¼ 0:32; WMU ¼ 0:015; WSD ¼ 0:0228:
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These are almost the same as those suggested in 1995. Both omit the WA term. In the first model,

when WW2 is free, the kurtosis coefficient is not exceptionally large, and the Jarque-Bera statistic is

acceptable. In the other model, the high value of the kurtosis coefficient indicates that the residuals

are not close to being normally distributed, though they are less far away than the inflation

residuals, partly because the values of inflation are already included in the formula, and the

wage residuals represent variation over and above the variation due to inflation.

Table 3.1. Comparison of actual and expected values of J(t), 1995–2009, conditional on Ft21 and I(t),

using Models W1 and W2.

Model W1 Model W2

Year I(t) J(t) E[J(t)|Ft21 & I(t)] WE(t) WZ(t) E[J(t)|Ft21 & I(t)] WE(t) WZ(t)

1994 0.0259 0.0400

1995 0.0346 0.0275 0.0488 20.0213 20.91 0.0479 20.0204 20.84

1996 0.0211 0.0336 0.0430 20.0095 20.41 0.0413 20.0078 20.32

1997 0.0290 0.0372 0.0441 20.0069 20.30 0.0426 20.0054 20.22

1998 0.0368 0.0519 0.0509 0.0011 0.05 0.0504 0.0016 0.07

1999 0.0134 0.0519 0.0390 0.0130 0.56 0.0366 0.0153 0.63

2000 0.0327 0.0364 0.0442 20.0078 20.33 0.0427 20.0063 20.26

2001 0.0191 0.0503 0.0413 0.0090 0.39 0.0393 0.0110 0.45

2002 0.0103 0.0359 0.0323 0.0036 0.15 0.0290 0.0069 0.28

2003 0.0285 0.0311 0.0409 20.0098 20.42 0.0389 20.0078 20.32

2004 0.0299 0.0431 0.0466 20.0035 20.15 0.0455 20.0023 20.10

2005 0.0285 0.0364 0.0462 20.0098 20.42 0.0449 20.0086 20.35

2006 0.0323 0.0486 0.0480 0.0006 0.03 0.0471 0.0015 0.06

2007 0.0434 0.0319 0.0557 20.0238 21.02 0.0559 20.0240 20.98

2008 0.0448 0.0332 0.0596 20.0264 21.13 0.0604 20.0272 21.11

2009 20.0158 0.0191 0.0236 20.0045 20.09 0.0190 0.0001 0.00

Total 20.0962 24.13 20.0734 23.01
P

WZ2 4.43 4.05

Table 3.2a. Comparison of actual and expected values of WF(t), 1995–2009, using Model W1, all

conditional on F1994.

Year WF(t) E[WF(t)] Deviation Standard deviation Standardised deviation

1995 0.0275 0.0491 20.0216 0.0345 20.63

1996 0.0610 0.1034 20.0424 0.0665 20.64

1997 0.0982 0.1609 20.0627 0.0972 20.65

1998 0.1502 0.2203 20.0701 0.1255 20.56

1999 0.2021 0.2807 20.0786 0.1511 20.52

2000 0.2385 0.3417 20.1032 0.1744 20.59

2001 0.2888 0.4031 20.1143 0.1957 20.58

2002 0.3247 0.4647 20.1400 0.2153 20.65

2003 0.3558 0.5264 20.1707 0.2335 20.73

2004 0.3989 0.5882 20.1894 0.2504 20.76

2005 0.4352 0.6501 20.2148 0.2664 20.81

2006 0.4839 0.7119 20.2280 0.2815 20.81

2007 0.5158 0.7738 20.2580 0.2958 20.87

2008 0.5490 0.8357 20.2867 0.3095 20.93

2009 0.5680 0.8976 20.3295 0.3226 21.02

A. D. Wilkie et al.

64



3.11 We now show, as for inflation, graphs of the estimated values of the parameters over various

subperiods, those starting in 1923 and those ending in 2009. We do this only for our preferred

model, with WW2 free and WA 5 0, and show graphs for WW1, WW2, WMU and WSD in

Figures 3.4 to 3.7 respectively.

3.12 In Figure 3.4 we can see that the estimates for WW1 for periods starting in 1923, the solid

black line, are reasonably constant, whereas those for periods ending in 2009, the thinner

continuous line, drop quite sharply in the most recent years. The same is true for the estimates for

Table 3.2b. Comparison of actual and expected values of WF(t), 1995–2009, using Model W2, all

conditional on F1994.

Year WF(t) E[WF(t)] Deviation Standard deviation Standardised deviation

1995 0.0275 0.0480 20.0205 0.0381 20.54

1996 0.0610 0.1023 20.0413 0.0748 20.55

1997 0.0982 0.1603 20.0621 0.1101 20.56

1998 0.1502 0.2204 20.0702 0.1425 20.49

1999 0.2021 0.2817 20.0796 0.1720 20.46

2000 0.2385 0.3437 20.1052 0.1987 20.53

2001 0.2888 0.4061 20.1173 0.2231 20.53

2002 0.3247 0.4688 20.1441 0.2455 20.59

2003 0.3558 0.5316 20.1758 0.2663 20.66

2004 0.3989 0.5945 20.1956 0.2857 20.68

2005 0.4352 0.6574 20.2222 0.3040 20.73

2006 0.4839 0.7204 20.2365 0.3213 20.74

2007 0.5158 0.7834 20.2676 0.3377 20.79

2008 0.5490 0.8463 20.2974 0.3534 20.84

2009 0.5680 0.9093 20.3413 0.3684 20.93

Table 3.3a. Estimates of parameters and standard errors of two models for wages, with WA 5 0, and

relevant statistics, over different periods.

WW2 free WW2 5 12WW1

1923–1994 1923–2009 1923–1994 1923–2009

WW1 0.6021 0.6020 0.6878 0.6843

(0.0645) (0.0592) (0.0572) (0.0509)

WW2 0.2671 0.2693 0.3122 0.3157

(0.0577) (0.0535)

WMU 0.0214 0.0200 0.0159 0.0150

(0.0035) (0.0030) (0.0029) (0.0032)

WSD 0.0233 0.0219 0.0244 0.0228

(0.0020) (0.0017) (0.0020) (0.0019)

r(WZ)1 0.1860 0.1950 0.1780 0.1833

r(WZ2)1 20.0068 0.0407 20.0094 0.0203

skewness Ob1 0.0147 0.1034 20.3887 20.3081

kurtosis b2 3.6555 3.9692 4.6695 5.0074

Jarque-Bera x2 1.29 3.56 10.17 15.98

p(x2) 0.52 0.17 0.0062 0.0003

Log likelihood 234.54 288.88 231.48 285.43
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WW2, which is even more stable in the earlier years. The considerable reduction in these two factors

in recent years is consistent with rather stable increases in both prices and wages, which gives the

impression that the two series have little connection, even though the connection is very strong

when inflation is high.

Table 3.3b. Estimates of parameters and standard errors of two models for wages, with WA free, and

relevant statistics, over different periods.

WW2 free WW2 5 12WW1

1923–1994 1923–2009 1923–1994 1923–2009

WW1 0.5824 0.5806 0.6871 0.6828

(0.0643) (0.0592) (0.0554) (0.0547)

WW2 0.2467 0.2495 0.3129 0.3172

(0.0587) (0.0543)

WMU 0.0235 0.0220 0.0161 0.0151

(0.0043) (0.0037) (0.0032) (0.0035)

WA 0.1489 0.01525 0.0908 0.0948

(0.0944) (0.0873) (0.0946) (0.0870)

WSD 0.0229 0.0215 0.0242 0.0226

(0.0019) (0.0016) (0.0020) (0.0019)

r(WZ)1 0.0546 0.0603 0.0989 0.1001

r(WZ2)1 0.0627 0.0991 0.0335 0.0633

skewness Ob1 0.1186 0.2385 20.3447 20.2660

kurtosis b2 3.7418 4.0799 4.6329 4.9732

Jarque-Bera x2 1.82 5.05 9.42 15.14

p(x2) 0.40 0.0800 0.0090 0.0005

Log likelihood 235.77 290.39 231.94 286.02
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Figure 3.4. Estimates for parameter WW1 for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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3.13 The charts for WMU are reasonably stable too, except that the estimated value has risen in

the most recent years. This compensates for the reduction in WW1 and WW2; if wage increases are

not dependent on inflation, from which they would obtain roughly the mean increase in prices, they

must have their own, larger, mean increase.

3.14 The charts for WSD, however, are much less stable, and show much reduced values

for the shorter recent periods. This is consistent with the much more stable pattern of wage
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Figure 3.5. Estimates for parameter WW2 for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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Figure 3.6. Estimates for parameter WMU for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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increases in recent years, but it would be premature at this point to assume that this stability

will continue indefinitely.

4. Share Dividend Yields

4.1 The share dividend yield is based on a number of indices, since 1962 on the FTSE-Actuaries

All-Share Index. The yield for most of the period has been based on the gross dividend index,

i.e. gross of income tax, which non-tax paying investors, such as UK pension funds, could reclaim.

However, during the 1990s this was confused by the introduction of Foreign Income Dividends,

which carried a non-reclaimable tax credit, and then in 1998 the tax credit was reduced to 10%

of the gross amount, and in almost all circumstances this tax credit could not be reclaimed.

Thus companies started declaring ‘‘actual dividends’’, to which a tax credit of one-ninth was added,

and the published dividend yield was based on actual dividends. In order to keep continuity with the

past, we have grossed up the actual yields by one-ninth since 1999. But if one is looking to the

future, other adjustments should be made, which we describe in z4.8.

4.2 The dividend yield is shown in Figure 4.1, at annual intervals, from 1919 to 2009. We can

see that it reached very low levels during the bubble of the late 1990s, but has risen recently and

is now above its long run mid-point of around 4%. We should observe, however, that the published

dividend yield is based, in general, on recent past dividends (i.e. is a ‘‘historic’’ yield), rather than

on prospective future dividends. The rise in yields in 2008 and 2009 was mainly because of a

fall in share prices, though the dividend index did rise considerably in the year to June 2008,

falling again in the year to June 2009. The fact that share prices do to some extent anticipate

changes in dividends is reflected in the YE(t–1) term in the model for dividends.
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Figure 3.7. Estimates for parameter WSD for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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4.3 The original model for Y(t) was:

ln YðtÞ ¼ YW:IðtÞ þ ln YMU þ YNðtÞ

YNðtÞ ¼ YA:YNðt � 1Þ þ YEðtÞ

YEðtÞ ¼ YSD:YZðtÞ

YZðtÞ � iid Nð0; 1Þ

4.4 The values of the parameters suggested in 1995, based on the experience from 1923 to 1994,

were: YW 5 1.8; YMU 5 0.0375; YA 5 0.55; YSD 5 0.155. We investigate the forecast, using these

parameter values, in Table 4.1 and Table 4.2. We assume in Table 4.1, which shows the one-step

ahead forecasts, that we know the value of I(t) before we forecast Y(t). There were several years on

either side of 2000 when the dividend yield was very low, so there are rather large negative values of

YZ(t), but in the last two years the reverse has occurred, with relatively large positive values.

Nevertheless, the sum of the values of YZ(t) is comfortably within a confidence region, as is the sum

of squares, which has a p-value of 0.25.

4.5 In Table 4.2 we show the forecast values of lnY(t), conditional on the information as at 1994.

Most of the deviations are negative, though the most recent ones are positive, but in 1999 to 2001

the values of the standardised deviations were below 22.0, showing that the ‘‘bubble’’ of that period

was rather outside what might have been forecast in 1994. But overall the results are satisfactory.

4.6 In Table 4.3 we compare the parameters estimated for the whole period, 1923–2009, with

those that were estimated in 1995, along with the usual statistics.

4.7 It can be observed that the values of the YMU and YSD are almost unchanged, while YW

is reduced and YA is increased. The skewness and kurtosis coefficients are quite close to

zero and 3 respectively, and the Jarque-Bera test is quite satisfactory, although higher than
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previously, but still indicating that the residuals can be assumed to be fairly close to being normal.

The autocorrelation coefficients are reasonably low, showing that we do not need to look for a

heteroscedastic model for this series.

4.8 Possible rounded values for practical use, based on the past experience, might now be:

YW ¼ 1:55; YMU ¼ 0:0375; YA ¼ 0:63; YSD ¼ 0:155:

Table 4.1. Comparison of actual and expected values of ln Y(t), 1995–2009, conditional on Ft21

and I(t).

Year I(t) Y(t)% lnY(t) E[lnY(t)|Ft21& I(t)] YE(t) YZ(t)

1994 0.0259 4.04 23.2089

1995 0.0346 4.04 23.2089 23.2057 20.0032 20.02

1996 0.0211 3.86 23.2545 23.2387 20.0158 20.10

1997 0.0290 3.56 23.3354 23.2363 20.0991 20.64

1998 0.0368 2.87 23.5509 23.2745 20.2763 21.78

1999 0.0134 2.51 23.6844 23.4428 20.2416 21.56

2000 0.0327 2.40 23.7297 23.4584 20.2713 21.75

2001 0.0191 2.69 23.6160 23.5268 20.0892 20.58

2002 0.0103 3.31 23.4079 23.4668 0.0589 0.38

2003 0.0285 3.81 23.2672 23.3107 0.0434 0.28

2004 0.0299 3.51 23.3492 23.2490 20.1003 20.65

2005 0.0285 3.44 23.3684 23.2979 20.0705 20.45

2006 0.0323 3.46 23.3652 23.3003 20.0649 20.42

2007 0.0434 3.06 23.4882 23.2822 20.2060 21.33

2008 0.0448 4.53 23.0937 23.3583 0.2646 1.71

2009 20.0158 5.07 22.9825 23.2519 0.2694 1.74

Total 20.8018 25.17
P

YZ2 18.15

Table 4.2. Comparison of actual and expected values of lnY(t), 1995–2009, all conditional on F1994.

Year lnY(t) E[lnY(t)] Deviation Standard deviation Standardised deviation

1995 23.2089 23.2055 20.0034 0.1729 20.02

1996 23.2545 23.2032 20.0513 0.1978 20.26

1997 23.3354 23.2016 20.1338 0.2049 20.65

1998 23.5509 23.2006 20.3503 0.2070 21.69

1999 23.6844 23.1999 20.4845 0.2077 22.33

2000 23.7297 23.1995 20.5302 0.2079 22.55

2001 23.6160 23.1992 20.4168 0.2080 22.00

2002 23.4079 23.1991 20.2088 0.2080 21.00

2003 23.2672 23.1990 20.0683 0.2080 20.33

2004 23.3492 23.1989 20.1503 0.2080 20.72

2005 23.3684 23.1989 20.1695 0.2080 20.82

2006 23.3652 23.1988 20.1663 0.2080 20.80

2007 23.4882 23.1988 20.2894 0.2080 21.39

2008 23.0937 23.1988 0.1051 0.2080 0.51

2009 22.9825 23.1988 0.2163 0.2080 1.04
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However, because of the change in the way in which dividends are now taxed, as described in z4.1,

it may be appropriate for the future to use the ‘‘actual yield’’ basis, in which case the value of YMU

should be reduced by 10% to give a value of 0.03375 or 3.375%.

4.9 The values of the skewness and kurtosis coefficients, and of the Jarque-Bera statistic, show

that the residuals are close to being normally distributed. The extremes that exist in the original data

are taken care of by the influence of inflation.

4.10 We show, as before, graphs of the estimated values of the parameters over various

subperiods, those starting in 1923 and those ending in 2009. We show graphs for YW, YMU,

YA and YSD in Figures 4.2 to 4.5 respectively.

4.11 In Figure 4.2 we see that the influence of inflation on dividend yields, expressed through YW,

has been fairly steady over the longer periods, which include the 1940s to the 1970s. But over

the early and later shorter periods, the influence has been small or negative, and the confidence

intervals are very wide.

4.12 In Figure 4.3 we see that the estimates of YMU are very stable, though the confidence

intervals widen when there are fewer observations. The values of YA and YSD are also fairly stable,

except in the short early periods.

5. Share Dividends

5.1 Share dividends and share prices come from the same source as the share dividend yield and

are subject to the same comments about tax as the dividend yield. The published figures are

for share prices, P(t), and dividend yields, Y(t), and the dividend index, D(t), is first calculated

as D(t) 5 P(t) 3 Y(t)/100, and is then rescaled as convenient. The dividend index is plotted in

Figure 5.1, along with Share prices and the Retail prices and Wages indices. We can see that all four

Table 4.3. Estimates of parameters and standard errors of models for dividend yield,

and relevant statistics, over different periods

1923–1994 1923–2009

YW 1.7940 1.5466

(0.5862) (0.4590)

YMU% 3.77% 3.72%

(0.18%) (0.18%)

YA 0.5492 0.6297

(0.1013) (0.0854)

YSD 0.1552 0.1570

(0.0129) (0.0119)

r(YZ)1 0.0778 0.1055

r(YZ2)1 0.0421 20.0618

skewness Ob1 20.1024 0.3798

kurtosis b2 3.0944 3.3381

Jarque-Bera x2 0.63 2.51

p(x2) 0.73 0.29
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series tend to move broadly together, which indicates possible co-integration. We take account of

the co-integration of share dividends and share prices by explicitly modelling their ratio, Y(t).

5.2 We calculate the ‘‘force’’ of increment in the dividend index t21 to t, denoted K(t), as

K(t) 5 lnD(t) – lnD(t21), so that D(t) 5 D(t21).expK(t). In Figure 5.2, we show the values of D(t)

from 1920 to 2009, along with the rate of inflation, I(t).
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Figure 4.3. Estimates for parameter YMU for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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Figure 4.2. Estimates for parameter YW for periods starting in 1923 and periods ending in 2009,
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5.3 The model for D(t) proposed in 1984 and used again in 1995 was:

DMðtÞ ¼ DD:IðtÞ þ ð1�DDÞ:DMðt � 1Þ

DIðtÞ ¼ DW:DMðtÞ þDX:IðtÞ

KðtÞ ¼ DIðtÞ þDMU þDY:YEðt � 1Þ þDB:DEðt � 1Þ þDEðtÞ

DEðtÞ ¼ DSD:DZðtÞ

DZðtÞ � iid Nð0; 1Þ
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Figure 4.4. Estimates for parameter YA for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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In this the function DM(t) is an exponentially weighted moving average of inflation up to time t.

DI(t) takes a proportion of this and a proportion of the latest rate of inflation. DX is constrained to

equal 12DW, so that there is ‘unit gain’ from inflation to dividends. K(t) is also influenced by the

residuals from the previous year of dividend yields and the dividend index itself.
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5.4 The values of the parameters suggested in 1995, based on the experience from 1923 to 1994,

were: DW 5 0.58; DD 5 0.13; DX 5 1 2 DW 5 0.42; DMU 5 0.016; DY 5 20.175; DB 5 0.57;

DSD 5 0.07. We investigate the performance against this model since 1994 in Table 5.1, on a

year-to-year basis, and Table 5.2 based on starting in 1994. We see that the model did very

well, with fairly low values of DZ(t), mixed in sign, until 2008. In that year there was an unexpectedly

big rise in dividends (‘‘unexpected’’ in the sense of being rather outside that expected by the model on

the assumption of a normal distribution of innovations), of about 22%, giving a DZ(t) of 12.54,

followed in 2009 by an even more unexpected 16% drop, with a DZ(t) of 23.48. The sum of the

squares of DZ is 26.83, giving a p-value of 0.03, which is not too extreme.

5.5 In Table 5.2 we show the forecasts since 1994, based on conditions at that date, and showing

the forecasts of the cumulative change since that date in lnD(t), denoted DF(t) and calculated as

lnD(t)2lnD(1994). From 1999 onwards the deviations are all negative, but are hardly outside one

standard deviation. The main reason for the negative deviations is that inflation has been much

lower than would have been expected on the 1995 model.

5.6 In Table 5.3 we compare the parameters estimated for the whole period, 1923–2009, with

those that were estimated in 1995, along with the usual statistics. They are all different, but not

excessively so, and the changes are well within a reasonable confidence interval.

5.7 Possible rounded values for practical use, based on the past experience, might now be:

DW ¼ 0:43; DD ¼ 0:16; DX ¼ 1�DW ¼ 0:57;

DMU ¼ 0:011; DY ¼ �0:22; DB ¼ 0:43; DSD ¼ 0:07:

5.8 The residuals are only marginally different from being normally distributed.

Table 5.1. Comparison of actual and expected values of K(t), 1995–2009, conditional

on Ft21 and I(t) and Y(t).

Year K(t) E[K(t)|Ft21 I(t) Y(t)] DE(t) DZ(t)

1994 0.0618

1995 0.1039 0.0774 0.0265 0.38

1996 0.0884 0.0692 0.0193 0.28

1997 0.0819 0.0690 0.0129 0.18

1998 0.0124 0.0825 20.0701 21.00

1999 20.0623 0.0540 20.1163 21.66

2000 20.0173 0.0290 20.0463 20.66

2001 0.0088 0.0668 20.0580 20.83

2002 0.0213 0.0225 20.0012 20.02

2003 0.0026 0.0362 20.0337 20.48

2004 0.0407 0.0208 0.0200 0.29

2005 0.1195 0.0756 0.0439 0.63

2006 0.1509 0.0856 0.0653 0.93

2007 0.0142 0.1023 20.0881 21.26

2008 0.2188 0.0410 0.1778 2.54

2009 20.1624 0.0809 20.2433 23.48

Total 20.2914 24.16
P

DZ2 26.83
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5.9 We show, as before, graphs of the estimated values of the parameters over various subperiods,

those starting in 1923 and those ending in 2009. We show graphs for DW, DD, DMU, DY, DB and

DSD in Figures 5.3 to 5.8 respectively, but not for all subperiods.

5.10 The number of parameters is larger than for other models, and their instability is very great.

We therefore omit subperiods of less than 20 years, at both the start and the end of the period.

Table 5.2. Comparison of actual and expected values of DF(t), 1995–2009, all conditional on F1994.

Year DF(t) E[DF(t)] Deviation Standard deviation Standardised deviation

1995 0.1039 0.0775 0.0264 0.0731 0.36

1996 0.1923 0.1403 0.0520 0.1395 0.37

1997 0.2742 0.2037 0.0705 0.1857 0.38

1998 0.2866 0.2674 0.0192 0.2245 0.09

1999 0.2243 0.3311 20.1069 0.2591 20.41

2000 0.2070 0.3949 20.1880 0.2908 20.65

2001 0.2158 0.4587 20.2429 0.3205 20.76

2002 0.2371 0.5224 20.2853 0.3484 20.82

2003 0.2396 0.5860 20.3464 0.3749 20.92

2004 0.2804 0.6495 20.3692 0.4003 20.92

2005 0.3999 0.7130 20.3131 0.4246 20.74

2006 0.5508 0.7764 20.2257 0.4480 20.50

2007 0.5650 0.8398 20.2748 0.4706 20.58

2008 0.7838 0.9031 20.1193 0.4924 20.24

2009 0.6214 0.9664 20.3450 0.5136 20.67

Table 5.3. Estimates of parameters and standard errors of models for dividends,

and relevant statistics, over different periods.

1923–1994 1923–2009

DW 0.5793 0.4279

(0.2157) (0.2398)

DD 0.1344 0.1551

(0.0800) (0.1006)

DMU 0.0157 0.0111

(0.0124) (0.0110)

DY 20.1761 20.2142

(0.0439) (0.0451)

DB 0.5733 0.4477

(0.1295) (0.1041)

DSD 0.0671 0.0708

(0.0056) (0.0054)

r(DZ)1 20.0338 0.0074

r(DZ2)1 0.2260 0.3371

skewness Ob1 20.5980 20.5548

kurtosis b2 4.0344 3.7066

Jarque-Bera x2 8.16 6.27

p(x2) 0.017 0.043
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Then for many periods, including most periods starting in or after 1971, the maximum likelihood

estimate of the value of DW is negative, and sometimes also the estimated value of DD is greater

than 1, which would imply that the further back we look at inflation, the greater the effect on

dividend increases. This makes no sense, so we omit the values of DW and DD for these periods.

The values of the other parameters, however, seem quite sensible, and we leave them in. Sometimes
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Figure 5.3. Estimates for parameter DW for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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Figure 5.4. Estimates for parameter DD for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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DW is greater than 1, which implies that past inflation has a positive effect, but current inflation

a negative one; this is not entirely implausible.

5.11 Where we show it, the value of DD is stable, as is the value of DMU, which is generally

greater than zero, but not by much. The values of DY seem to have been increasing, and those of DB

and DSD decreasing.
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Figure 5.5. Estimates for parameter DMU for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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6. Long Term Bond Yields

6.1 For long-term bond yields, C(t), the earlier values are the yield on 21
2% Consols, later the yield

on the FTSE-Actuaries BGS Indices irredeemables yield, which is now purely the yield on 31
2% War
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Figure 5.7. Estimates for parameter DB for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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Figure 5.8. Estimates for parameter DSD for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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Stock (War Loan). These indices have the advantages of being yields on near-irredeemable stocks

(they could be redeemed if market yields fall enough), so are independent of coupon or redemption

date; also there is a very long past history. However, the stocks have had special features, and are

now relatively small, so they are not fully representative of the long end of the market. But there is

no other index that is any better.

6.2 For short-term bond yields, B(t), discussed further in Section 7, Bank Rate or Bank Base Rate

has been used. This is not suitable for measuring short-term movements of yields, because it changes

only occasionally, so is a step function. But this is not a problem when it is sampled at annual

intervals, and it too has a very long past history.

6.3 For index-linked yields, R(t), discussed further in Section 8, the yield from the FTSE-Actuaries

BGS indices on index-linked stocks, over 5 years, with an assumption of 5% future inflation. This

assumption is perhaps too low for the earlier period and too high for the more recent; the market

must assume a varying forecast future rate, but this is a matter for further investigation in a later

part of this series.

6.4 Figure 6.1 shows the long-term yield, C(t), and the short-term yield, B(t), from 1900 to 2009,

and the index-linked yield, R(t), from 1981 to 2009. One can see how the two nominal yields

were low in the first part of the century, rose substantially in the 1980s, and have reduced a lot

in recent years. The index-linked yield has always been lower than the nominal yields, but has

fallen roughly in line with them. It can be seen that the index-linked yields, for their first few years,

were not very different from the nominal yields at the beginning of the century, though they have

now dropped to much lower levels.
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6.5 The model for C(t) proposed in 1984 included a third order autoregressive part, but in 1995

was simplified to a first order one. The model became:

CMðtÞ ¼ CD:IðtÞ þ ð1� CDÞ:CMðt � 1Þ

CRðtÞ ¼ CðtÞ � CW:CMðtÞ

ln CRðtÞ ¼ ln CMU þ CNðtÞ

CNðtÞ ¼ CA:CNðt � 1Þ þ CY:YEðtÞ þ CEðtÞ

CEðtÞ ¼ CSD:CZðtÞ

CZðtÞ� iid Nð0; 1Þ

In this CM(t) is an exponentially weighted moving average of inflation up to time t. CW is taken

as 1, so that CR(t) represents the ‘‘real’’ part of C(t), the CM(t) part being assumed to be an

allowance for expected future inflation. CN(t) is a zero mean adjustment to CR(t). It is influenced

by the residual from the current year of dividend yields. This could equally well have been expressed

as a simultaneous correlation between the residuals.

6.6 The value of CD was fixed in 1995 at 0.045, and was not optimised. This ensured that the

values of CR(t) in the period considered were never negative. If the value of CR(t) in the historical

period were negative we could not take its logarithm, as we wish to do in the model. However, since

then inflation has reduced, but interest rates have reduced much faster than the values of CM(t), and

in some years CR(t) would have been negative if we had not adjusted the formula. We now put:

CMðtÞ ¼MinðCD:IðtÞ þ ð1� CDÞ:CMðt � 1Þ; CðtÞ � CMINÞ

with still

CRðtÞ ¼ CðtÞ � CMðtÞ

where CMIN 5 0.5%, an assumed minimum real rate of interest. If the first condition inside the

Max(,) function applies, then CM(t) and CR(t) are calculated as before, but if the second applies,

then CR(t) 5 CMIN and the value of CM(t) is reduced below what it would otherwise have been

and this reduced value is carried forward to the next year. This happened in each year from 1998 to

2000 and again in 2005.

6.7 The values of the parameters suggested in 1995, based on the experience from 1923 to 1994,

were: CD 5 0.045; CW 5 1; CMU 5 3.05%; CA 5 0.9; CY 5 0.34; CSD 5 0.185. We compare the

performance of this model since 1994 in Table 6.1, on a year-to-year basis forecasting the value of

CN(t), allowing also for knowledge of I(t) and YE(t), and in Table 6.2 on the basis of conditions in

1994, forecasting the value of C(t)%. In Table 6.1, after three reasonable years, we find that in 1999

long-term interest rates dropped to 5.74%, having been 7.23% a year earlier; this resulted in a value

of CZ(t) of 26.15. In three further years there were bigger than expected changes, with (absolute)

values of CZ(t) exceeding 3.0. The sum of squares, at 98.77, is far larger than expected from a x15
2

distribution.

6.8 The problem lies in the rather too large values of CM(t), the moving average of past inflation.

In a period when the explicit target of the government and the Bank of England was to keep

inflation near to 2.5%, and policies to do this were generally successful, it might be assumed that

market participants were happy to assume future inflation of around 2.5%, rather than the levels

shown by 100CM(t) reducing slowly to about 3.5%. Even so, a real rate of 2% to 3%, which is
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what would be implied by an inflation assumption of 2.5%, is below the historic average, as

represented by the estimated value of CMU of 3.05%.

6.9 In Table 6.2 we see forecasts of C(t)%, in which all the deviations except the first are negative,

and rather large. But the standard deviations are also large, so none of the standardised deviations is

exceptional. The fairly high standard deviation for inflation, with QSD 5 0.0425, is a big

contributor to this effect. So the reduction in inflation in itself was not unexpected, although interest

rates did not follow it down quickly enough.

Table 6.1. Comparison of actual and expected values of C(t) %, 1995–2009, conditional on Ft21, I(t) and

Y(t).

Year C(t)% 100CM(t) 100CR(t) CN(t) E[CN(t)|Ft21 I(t) Y(t)] CE(t) CZ(t)

1994 8.54 6.04 2.50 20.1981

1995 8.56 5.92 2.64 20.1452 20.1793 0.0341 0.18

1996 8.33 5.75 2.58 20.1677 20.1360 20.0316 20.17

1997 7.23 5.62 1.61 20.6404 20.1846 20.4558 22.46

1998 5.74 5.24 0.50 21.8083 20.6704 21.1379 26.15

1999 4.94 4.44 0.50 21.8083 21.7096 20.0987 20.53

2000 4.80 4.30 0.50 21.8083 21.7197 20.0886 20.48

2001 5.28 4.19 1.09 21.0312 21.6578 0.6266 3.39

2002 5.04 4.05 0.99 21.1252 20.9081 20.2171 21.17

2003 4.54 4.00 0.54 21.7242 20.9979 20.7263 23.93

2004 4.83 3.95 0.88 21.2439 21.5859 0.3420 1.85

2005 4.25 3.75 0.50 21.8083 21.1435 20.6648 23.59

2006 4.39 3.73 0.66 21.5252 21.6495 0.1243 0.67

2007 4.85 3.75 1.10 21.0234 21.4427 0.4193 2.27

2008 4.77 3.79 0.98 21.1319 20.8311 20.3008 21.63

2009 4.51 3.55 0.96 21.1509 20.9271 20.2237 21.21

Total 22.3991 212.97

SCZ2 98.77

Table 6.2. Comparison of actual and expected values of C(t), % 1995–2009, all conditional on F1994.

Year C(t)% E[C(t) %] Deviation Standard deviation Standardised deviation

1995 8.56 8.5224 0.0376 0.5398 0.07

1996 8.33 8.5222 20.1922 0.7891 20.24

1997 7.23 8.5293 21.2993 0.9854 21.32

1998 5.74 8.5385 22.7985 1.1472 22.44

1999 4.94 8.5469 23.6069 1.2823 22.81

2000 4.80 8.5532 23.7532 1.3960 22.69

2001 5.28 8.5569 23.2769 1.4923 22.20

2002 5.04 8.5580 23.5180 1.5742 22.23

2003 4.54 8.5566 24.0166 1.6441 22.44

2004 4.83 8.5529 23.7229 1.7042 22.18

2005 4.25 8.5474 24.2974 1.7560 22.45

2006 4.39 8.5402 24.1502 1.8008 22.30

2007 4.85 8.5316 23.6816 1.8398 22.00

2008 4.77 8.5220 23.7520 1.8737 22.00

2009 4.51 8.5114 24.0014 1.9035 22.10
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6.10 In Table 6.3 we compare the parameters estimated for the whole period, 1923–2009, with

those that were estimated in 1995, along with the usual statistics. Except for CD and CW, whose

values are fixed arbitrarily, the values are all somewhat different from before, with CMU decreasing

and CSD increasing quite a lot, but with CA and CY being similar to what they were in 1995.

6.11 Possible rounded values for practical use, based on the past experience, might now be:

CD ¼ 0:045; CW ¼ 1; CMU ¼ 2:23%; CA ¼ 0:92; CY ¼ 0:37; CSD ¼ 0:255:

We can see from the skewness and kurtosis coefficients that the residuals are far from being

normally distributed.

6.12 In Figures 6.2 to 6.5 we show graphs in the usual way for the estimates of the parameters

CMU, CA, CY and CSD over various subperiods. Estimates for this model are rather unstable,

and we have omitted periods of less than 15 years at the beginning and end. In some cases the

maximum likelihood estimate of CA is greater than one, which would give a non-stationary

and unstable model for C(t). Further, if CA 5 1 the value of CMU is indeterminate, and if

CA is very close to 1 (we find in practice if it is greater than 0.98), then the value of CA is quite

uncertain, and the standard errors cannot all be calculated because the information matrix is

singular or nearly so. We have therefore omitted (for all parameters) those periods where

this occurs, which are all in the ‘‘up’’ series, periods starting in 1923 and ending in 1941, 1946,

1974 and 1975. However, there are still some periods where the standard errors are very high.

The vertical scale has been truncated, so that not all the confidence intervals are shown. We should

note also that the distribution of the estimated value of the CA parameter is not necessarily

normally distributed when it is close to 1.

6.13 With these caveats, the values of most of the parameters are reasonably stable, except for

CMU, which jumps around a lot, and CSD, which has been increasing.

Table 6.3. Estimates of parameters and standard errors of model for ‘‘consols’’, and

relevant statistics, over different periods

1923–1994 1923–2009

CW 1.0 1.0

CD 0.045 0.045

CMU% 3.05% 2.23%

(0.65%) (0.70%)

CA 0.8974 0.9117

(0.0442) (0.0420)

CY 0.3371 0.3729

(0.1436) (0.1810)

CSD 0.1853 0.2571

(0.0154) (0.0195)

r(CZ)1 0.1313 0.0529

r(CZ2)1 20.0393 0.0724

skewness Ob1 20.6662 21.1039

kurtosis b2 4.5425 6.3959

Jarque-Bera x2 4.88 59.47

p(x2) 0.087 0.0000
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7. Short Term Bond Yields

7.1 As noted in z6.2, we have used the Bank of England’s Bank Rate or Bank Base Rate

to represent short-term interest rates, denoted B(t). Values from 1900 to 2009 are shown
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Figure 6.2. Estimates for parameter CMU for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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Figure 6.3. Estimates for parameter CA for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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in Figure 6.1. The model suggested in 1995 was for what we call ‘‘log spread’’, BD(t) which

was defined as:

BDðtÞ ¼ ln CðtÞ � ln BðtÞ

Values of the negative of this function from 1900 to 2009 are shown in Figure 7.1. Note that B(t) is

less than C(t) more often than not, though sometimes it is higher, and the function has wandered
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Figure 6.4. Estimates for parameter CY for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

Year

P
ar

am
et

er
 v

al
u

e

1923 20082003199819931988198319781973196819631958195319481943193819331928

Figure 6.5. Estimates for parameter CSD for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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around a middle level a bit below zero, like a typical first order autoregressive series, until this

last year, when B(t) has been reduced to an unprecedented 0.5%, without there being a

corresponding fall in long-term interest rates.

7.2 The stochastic model for BD(t) proposed in 1995 was

BDðtÞ ¼ BMU þ BA:ðBDðt � 1Þ � BMUÞ þ BEðtÞ

BEðtÞ ¼ BSD:BZðtÞ

BZðtÞ � iid Nð0; 1Þ

so that:

BðtÞ ¼ CðtÞ:expf�BDðtÞg

7.3 The values of the parameters suggested in 1995 were: BMU 5 0.23; BA 5 0.74; BSD 5 0.18.

The usual comparisons on this basis are shown in Table 7.1 and Table 7.2. In both tables, up to

2009, we see quite nice results, with one largish value of BZ(t), 2.26 in 1998 and a standardised

deviation of almost the same size for 1998 in Table 7.2. However, in 2009 the extreme reduction of

bank base rates to 0.5% has produced a value of BZ(t) of 212.08, giving a sum of squares of

161.25, far outside what might be expected, and giving also a standardised deviation of 27.35, also

huge. It is too early to say whether the exceptional circumstances of 2009 will last for long, or

whether short-term interest rates will soon move back to more normal levels. It is noteworthy that

long-term interest rates, with C(t) at 4.51%, have hardly shown any reduction, and are at much the

same level as they have been for many recent years.

7.4 When we re-estimate the parameters for the whole period, 1923–2009, as shown in Table 7.3,

we find that the extreme value in 2009 gives extremely high skewness and kurtosis coefficients.

It is reasonable to suspect that the extreme value also distorts the estimation of the parameters.

-2.4

-1.9

-1.4

-0.9

-0.4

0.1

0.6

Year

L
o

g
 s

p
re

ad
, l

n
(B

(t
)/

C
(t

))

1900 20102000199019801970196019501940193019201910

Figure 7.1. Negative of log spread, BD(t) 5 ln(C(t)/B(t)), 1900–2009
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So we modify the model, introducing an ‘‘intervention variable’’, BInt(t), which has the value 1

in 2009 and 0 otherwise. We then modify the formula to give:

BDðtÞ ¼ BMU þ BA:ðBDðt � 1Þ � BMUÞ þ BI:BIntðtÞ þ BEðtÞ

and fit the parameters. The resulting value of BI is such that the residual BE(t) in 2009 is zero. We

show the parameter estimates also in Table 7.3. We can see that the estimated values of BA and BSD

are not very different from those estimated over the period 1923 to 1994, though the value of BMU

is rather different. We also see that the skewness and kurtosis are very satisfactory. The parameter

Table 7.1. Comparison of actual and expected values of BD(t), 1995–2009, conditional on Ft21 and C(t).

Year B(t)% BD(t) E[BD(t)|Ft21 & C(t)] BE(t) BZ(t)

1994 5.25 20.4865

1995 6.75 20.2376 20.4198 0.1823 1.01

1996 5.75 20.3707 20.2356 20.1351 20.75

1997 6.50 20.1064 20.3341 0.2277 1.26

1998 7.50 0.2674 20.1386 0.4060 2.26

1999 5.00 0.0121 0.1381 20.1260 20.70

2000 6.00 0.2231 20.0509 0.2740 1.52

2001 5.25 20.0057 0.1053 20.1110 20.62

2002 4.00 20.2311 20.0640 20.1671 20.93

2003 3.75 20.1912 20.2308 0.0397 0.22

2004 4.50 20.0708 20.2013 0.1305 0.72

2005 4.75 0.1112 20.1122 0.2234 1.24

2006 4.50 0.0247 0.0225 0.0022 0.01

2007 5.50 0.1258 20.0415 0.1673 0.93

2008 5.00 0.0471 0.0333 0.0138 0.08

2009 0.50 22.1994 20.0250 22.1745 212.08

Total 21.0469 25.82

SCZ2 161.25

Table 7.2. Comparison of actual and expected values of BD(t), 1995–2009, all conditional on F1994.

Year BD(t) E[BD(t)] Deviation Standard deviation Standardised deviation

1995 20.2376 20.4198 0.1823 0.1800 1.01

1996 20.3707 20.3705 20.0002 0.2239 0.00

1997 20.1064 20.3340 0.2275 0.2447 0.93

1998 0.2674 20.3069 0.5744 0.2553 2.25

1999 0.0121 20.2869 0.2990 0.2609 1.15

2000 0.2231 20.2721 0.4953 0.2640 1.88

2001 20.0057 20.2612 0.2555 0.2656 0.96

2002 20.2311 20.2531 0.0220 0.2665 0.08

2003 20.1912 20.2471 0.0559 0.2670 0.21

2004 20.0708 20.2426 0.1719 0.2673 0.64

2005 0.1112 20.2393 0.3506 0.2674 1.31

2006 0.0247 20.2369 0.2617 0.2675 0.98

2007 0.1258 20.2351 0.3609 0.2676 1.35

2008 0.0471 20.2338 0.2809 0.2676 1.05

2009 22.1994 20.2328 21.9666 0.2676 27.35
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values are almost the same as those we obtain when fitting 1923 to 2008, omitting the final year, but

the method we have used would be more satisfactory if the outlier were an intermediate year.

7.5 We then recalculate the residuals for the period 1923 to 2009, using the values for BMU

and BA that we estimated using the intervention variable, but otherwise omitting the intervention

variable; we calculate the standard deviation of the residuals, thus including the extreme value;

and we calculate the relevant statistics. These are shown in the final column of Table 7.3. The standard

deviation is now a very little higher than it was when we did not use the intervention variable, and the

statistics are similar. Estimating a higher standard deviation in this way gives some compensation for

the extreme value, if we choose to simulate using normally distributed residuals. It would be better to

use a different and fatter-tailed distribution, but this is a topic for a later article in this series.

7.6 Possible rounded values for practical use, based on the past experience, might now be:

BMU ¼ 0:17; BA ¼ 0:73; BSD ¼ 0:3:

7.7 The residuals for this model are very far from being normally distributed, although the

statistics are quite acceptable when the extreme value in 2009 is allowed for separately. The

economic and financial circumstances in 2009 are quite exceptional, and it is most uncertain

whether short-term interest rates will stay at their exceptionally low level for a long time, or

whether they will revert reasonably soon to a more normal level in relation to long-term rates.

But this reversion might involve long-term rates falling to very low levels too. The uncertainty

is large, so a high standard deviation seems appropriate.

7.8 The values of BMU, BA and BSD over various subperiods are shown in Figures 7.2 to 7.4.

We have included the intervention variable for 2009 in every case where it is relevant, so the

values of BSD are at their lower level, not the higher one when the extreme in 2009 is included.

We can see that the values of all three parameters have been reducing somewhat in the most recent

periods, and that none shows any exceptional values.

Table 7.3. Estimates of parameters and standard errors of model for short-term interest rates, and relevant

statistics, over different periods

1923–1994 1923–2009 1923–2009 1923–2009

Without BI With BI Omitting BI

BMU 0.2273 0.2434 0.1699 0.1699

(0.0797) (0.0918) (0.0718)

BA 0.7420 0.6474 0.7308 0.7308

(0.0823) (0.1204) (0.0738)

BI 22.1881

(0.1808)

BSD 0.1808 0.2932 0.1790 0.2951

(0.0151) (0.0222) (0.0136)

r(BZ)1 0.0503 0.0346 0.0211 0.0079

r(BZ2)1 0.0808 20.0062 0.0611 20.0066

skewness Ob1 0.3562 24.3178 0.3089 24.4117

kurtosis b2 3.2950 33.3303 3.0506 34.1338

Jarque-Bera x2 1.57 3605.07 1.39 3795.98

p(x2) 0.45 0.0000 0.50 0.0000

Log likelihood 63.24 106.18 62.69
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8. Index-linked Bond Yields

8.1 As noted in z6.3 we have used the yield from the FTSE-Actuaries BGS indices on index-

linked stocks, over 5 years, with an assumption of 5% future inflation, to represent the yield
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Figure 7.2. Estimates for parameter BMU for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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Figure 7.3. Estimates for parameter BA for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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on index-linked stocks. We denote this as R(t). It is available only since 1981. A graph is shown

in Figure 6.1.

8.2 The model for R(t) suggested in 1994 was:

ln RðtÞ ¼ ln RMU þ RA:ðln Rðt � 1Þ � ln RMUÞ þ RBC:CEðtÞ þ REðtÞ

REðtÞ ¼ RSD:RZðtÞ

RZðtÞ � iid Nð0; 1Þ

The term with CE(t) represents simultaneous correlation with the residuals of the consols yield

model. We include also a parameter R0 5 R(1980), the unknown value for the year prior to 1981.

Estimating this is equivalent to setting the residual, RE, for 1981 to zero.

8.3 The parameter values suggested in 1995 were: RMU 5 4.0%; RA 5 0.55; RBC 5 0.22;

RSD 5 0.05. However, these were based on only 13 observed values, and had very large

standard errors.

8.4 Forecasts showing how these parameters have performed since 1994 are shown in Tables 8.1 and

8.2. In comparison with many other parts of the model, these are appalling. After a few years of

reasonable stability, index-linked yields have dropped fairly steadily to below 1% in 2008 and 2009.

This is quite incompatible with 4% mean, a fairly strong autoregressive pull, and a smallish standard

deviation, and both tables show this. But the 1995 model was based on only 13 observed values, and

the extra 15 may help us to estimate a more appropriate model with more reliable parameters.

8.5 We can observe that the UK index-linked market has perhaps been distorted in recent years.

The UK government is the only issuer of such bonds, and restricts its issue to a limited proportion

of all government borrowing, so the supply of these bonds is limited, in spite of their low yield
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Figure 7.4. Estimates for parameter BSD for periods starting in 1923 and periods ending in 2009,
with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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and correspondingly high price. Corporations in the UK do not find it at all tax-efficient to issue

such bonds. However, actuaries in the UK have been pointing out to pension fund trustees that

index-linked bonds are a very satisfactory hedge against pensions wholly or partially linked to the

RPI, so there has been high demand for these bonds, even at low yields, from pension funds and

insurance companies that write such business. It is difficult to say whether these conditions will

continue, or whether the UK government will issue many more such bonds, or whether the

requirements of pension funds will be satisfied at some point.

Table 8.1. Comparison of actual and expected values of ln R(t), 1995–2009, conditional on Ft21 and on

CE(t).

Year R(t)% ln(R(t)) E[lnR(t)|Ft21 & CE(t)] RE(t) RZ(t)

1994 3.95 23.2315

1995 3.78 23.2754 22.44 22.44 22.44

1996 3.82 23.2649 22.81 22.81 22.81

1997 3.63 23.3159 22.69 22.69 22.69

1998 2.65 23.6306 22.20 22.20 22.20

1999 1.90 23.9633 22.23 22.23 22.23

2000 1.83 24.0009 22.44 22.44 22.44

2001 2.41 23.7255 22.18 22.18 22.18

2002 2.14 23.8444 22.45 22.45 22.45

2003 1.76 24.0399 22.30 22.30 22.30

2004 1.87 23.9792 22.00 22.00 22.00

2005 1.39 24.2759 22.00 22.00 22.00

2006 1.43 24.2475 22.10 22.10 22.10

2007 1.67 24.0923 22.44 22.44 22.44

2008 0.86 24.7560 22.81 22.81 22.81

2009 0.84 24.7795 22.69 22.69 22.69

Total 25.2323 2104.65
P

CZ2 1129.12

Table 8.2. Comparison of actual and expected values of lnR(t), 1995–2009, all conditional on F1994.

Year lnR(t) E[lnR(t)] Deviation Standard deviation Standardised deviation

1995 23.2754 23.2216 20.0538 0.0645 20.83

1996 23.2649 23.2195 20.0454 0.0736 20.62

1997 23.3159 23.2190 20.0969 0.0761 21.27

1998 23.6306 23.2189 20.4117 0.0769 25.36

1999 23.9633 23.2189 20.7444 0.0771 29.66

2000 24.0009 23.2189 20.7820 0.0772 210.13

2001 23.7255 23.2189 20.5067 0.0772 26.56

2002 23.8444 23.2189 20.6255 0.0772 28.10

2003 24.0399 23.2189 20.8210 0.0772 210.64

2004 23.9792 23.2189 20.7604 0.0772 29.85

2005 24.2759 23.2189 21.0570 0.0772 213.69

2006 24.2475 23.2189 21.0286 0.0772 213.32

2007 24.0923 23.2189 20.8735 0.0772 211.32

2008 24.7560 23.2189 21.5371 0.0772 219.91

2009 24.7795 23.2189 21.5606 0.0772 220.22
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8.6 We can estimate the parameters for the index-linked model only over the period 1981 to 2009,

which is a much shorter period than for the other series but much longer than we had in 1995.

We see from the graph in Figure 6.1 that the index-linked yield rose reasonably steadily from

1981 to 1991, and since then has fallen reasonably steadily. When we estimate parameters over

the whole period for the model suggested in 1994, which are shown in Table 8.3 we find that the

estimated value of RA is 1.0853, which produces an unstable model for ln(R(t)), in which the

value of ln(R(t)) is certain to move in the long run towards either 1N or 2N. A value of 2N means

a long-run value R(t) of zero. We originally took logarithms to avoid zero or negative

values. However, it is not impossible for the yields on index-linked to be zero or negative,

and indeed the yields on short-term index-linked bonds, at some inflation assumption, have

been negative.

8.7 We try two ways of avoiding this instability. First, we set the value of RA arbitrarily to

0.95. This is a little outside twice the estimated standard error away from 1.0853. We then estimate

the other parameters. The values are shown in Table 8.3. The log likelihood is worsened by 2.21.

However, the skewness and kurtosis coefficients, which were very large in our first model, are

slightly higher in this. This results substantially from the fall in yields from 1.67 in 2007 to 0.87%

in 2008, almost halving. Another solution we try is therefore to use the unlogged values of R(t)

in the formulae, instead of their logarithms. In our first trial the estimated value of RA is still greater

than 1, at 1.0385, so again we fix the value of RA at 0.95 and estimate the other parameters.

On this occasion the log likelihood is worsened by only 1.35, quite a small amount. However,

for both the unlogged models the skewness and kurtosis coefficients are reasonably small and the

Jarque-Bera probability is satisfactory.

Table 8.3. Estimates of parameters and standard errors of different models for index-linked interest rates,

and relevant statistics, over different periods

1981–1994 1981–2009 1981–2009 1981–2009 1981–2009

fitting ln(R) fitting R

RA free RA 5 0.95 RA free RA 5 0.95

RMU % 4.03 3.16 2.06 2.87 2.96

(0.17) (1.03) (1.16) (1.41) (1.14)

RA 0.5686 1.0853 0.95 1.0385 0.95

(0.1076) (0.0618) (0.0526)

RBC 0.2234 0.3527 0.3285 0.0083 0.0079

(0.0598) (0.0698) (0.0744) (0.0014) (0.0015)

R(0)% 2.54 2.53 2.52 2.49

(0.32) (0.40) (0.28) (0.32)

RSD 0.0518 0.1348 0.1456 0.0028 0.0029

(0.0102) (0.0177) (0.0191) (0.0004) (0.0004)

r(RZ)1 20.1419 20.1949 0.1189 20.0486 0.1286

r(RZ2)1 0.5321 20.0087 20.0932 20.0920 20.1124

skewness Ob1 20.0569 22.0519 22.3096 20.8737 20.7270

kurtosis b2 3.6306 8.2723 9.7123 3.8073 3.3183

Jarque-Bera x2 0.28 53.94 80.22 4.48 2.68

p(x2) 0.86 0.0000 0.0000 0.1066 0.26

Log likelihood 43.60 41.39 155.96 154.61
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8.8 Our preference for future use is therefore to model R(t) rather than lnR(t), using the

formula:

RðtÞ ¼ RMU þ RA:ðRðt � 1Þ � RMUÞ þ RBC:CEðtÞ þ REðtÞ

with possible parameters, rounded:

RMU ¼ 3%; RA ¼ 0:95; RBC ¼ 0:008; RSD ¼ 0:3

The preferred model gives the possibility that the value of R(t) can be negative. The probability of

this happening, which would depend on the actual parameter values used and on the initial

conditions chosen, may be investigated in a later paper in this series.

8.9 The period for which values of R(t) are available is so short that it is not worth showing the

results for shorter periods.

9. An ARCH Model for Inflation

9.1 In Wilkie (1995) an autoregressive conditional stochastic (ARCH) model for inflation, I(t),

was suggested. Although the model is a simple one, it is of a quite non-standard type, since the

varying value of the standard deviation, QSD(t), is made to depend on the previously observed

value of the principal variable, I(t21), which itself is modelled by an autoregressive series. The

suggested model (with a slight alteration in the notation) was:

IðtÞ ¼ QMU þQA:ðIðt � 1Þ:�QMUÞ þQEðtÞ

QEðtÞ ¼ QSDðtÞ:QZðtÞ

QSDðtÞ2 ¼ QSA2
þQSB:ðIðt � 1Þ �QSCÞ2

QZðtÞ � iid Nð0; 1Þ

Thus the variance depends on how far away last year’s rate of inflation, I(t21), was from some

middle level, QSC (in fact similar to the mean, QMU), but with the deviation squared, so that

extreme values of inflation in either direction would increase the variance.

9.2 The values of the parameters suggested in 1995 were: QMU 5 0.04; QA 5 0.62; QSA 5 0.256,

QSB 5 0.55, QSC 5 0.04. Note that if QSBZ12QA2 then the value of QSD(t) tends to infinity, which

may be inconvenient for modelling. But with the suggested parameter values, all is well.

9.3 In Table 9.1 and Table 9.2 we show forecasts for I(t), first on a year-to-year basis, and

secondly assuming forecasts on the basis of F1994. The analytical calculation of the standard

deviations for the multi-year forecasts are particularly complicated, so we have estimated these

by random simulations using the model and calculating the means and variances of the results.

With 200,000,000 simulations the means agree almost exactly with the values calculated

analytically so for the standard deviations we show the simulated values.

9.4 The forecasts can be compared with Table 2.1 and Table 2.2, which show forecasts of inflation

on the basic model, with a fixed value of QSD. Since I(t) over the period has been fairly stable,

the values within the range from 0.01 to 0.045, the value of QSD(t) has been smaller than the fixed

value of QSD (0.0425), ranging from 0.0257 to 0.0338. The values of the standardised deviations,
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QZ(t), have been larger than with the fixed model. This is desirable, because we observed in z2.7 that

the fixed value of QSD looked as if it had been much too high. However, the model has been caught

out a little in 2009, where the negative inflation produced a larger deviation of 20.0588, against a

standard deviation of 0.0258, giving a value of QZ(t) of 22.27. Even so, the value of the sum of

squares, at 7.47, is very low for a x15
2 distribution, with a p-value of 0.94.

Table 9.1. Comparison of actual and expected values of I(t), 1995–2009, using an ARCH model

Year I(t) E[I(t)|Ft21] QE(t) QSD(t) QZ(t)

1994 0.0259

1995 0.0346 0.0313 0.0034 0.0277 0.12

1996 0.0211 0.0367 20.0155 0.0259 20.60

1997 0.0290 0.0283 0.0007 0.0292 0.02

1998 0.0368 0.0332 0.0036 0.0269 0.13

1999 0.0134 0.0380 20.0246 0.0257 20.96

2000 0.0327 0.0235 0.0092 0.0323 0.28

2001 0.0191 0.0355 20.0164 0.0262 20.62

2002 0.0103 0.0270 20.0168 0.0299 20.56

2003 0.0285 0.0216 0.0070 0.0338 0.21

2004 0.0299 0.0329 20.0030 0.0270 20.11

2005 0.0285 0.0337 20.0052 0.0267 20.20

2006 0.0323 0.0329 20.0006 0.0270 20.02

2007 0.0434 0.0352 0.0082 0.0262 0.31

2008 0.0448 0.0421 0.0027 0.0257 0.11

2009 20.0158 0.0430 20.0588 0.0258 22.27

Total 20.1062 24.16
P

QZ2 7.47

Table 9.2. Comparison of actual and expected values of QF(t), 1995–2009 using an ARCH model, all

conditional on F1994.

Year QF(t) E[QF(t)] Deviation Standard deviation Standardised deviation

1995 0.0346 0.0313 0.0034 0.0277 0.12

1996 0.0558 0.0658 20.0101 0.0559 20.18

1997 0.0848 0.1025 20.0177 0.0863 20.21

1998 0.1215 0.1404 20.0189 0.1179 20.16

1999 0.1349 0.1791 20.0442 0.1499 20.29

2000 0.1676 0.2183 20.0507 0.1820 20.28

2001 0.1867 0.2578 20.0711 0.2140 20.33

2002 0.1970 0.2975 20.1005 0.2456 20.41

2003 0.2255 0.3373 20.1118 0.2769 20.40

2004 0.2554 0.3772 20.1218 0.3078 20.40

2005 0.2839 0.4171 20.1332 0.3383 20.39

2006 0.3161 0.4571 20.1409 0.3682 20.38

2007 0.3595 0.4970 20.1375 0.3976 20.35

2008 0.4043 0.5370 20.1327 0.4267 20.31

2009 0.3885 0.5770 20.1885 0.4550 20.41
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9.5 Estimates of values of the parameters for the period from 1923 to 2009 are shown in

Table 9.3, along with estimates of the values already found for the basic inflation model, in

which QSB 5 0 and QSD is a constant equalling QSA. We show two ARCH models, one with QSC

Table 9.3. Estimates of parameters and standard errors of model for inflation, using an ARCH model, and

relevant statistics, over different periods.

1923–1994 1923–2009 1923–2009 1923–2009

QSC 5 QMU Basic QSB 5 0 QSB and QSC free QSC 5 QMU

QMU 0.0404 0.0429 0.0369 0.0352

(0.0108) (0.0101) (0.0082) (0.0080)

QA 0.6179 0.5779 0.5938 0.5930

(0.1292) (0.0744) (0.1306) (0.1291)

QSA (5QSD) 0.0256 0.0397 0.0227 0.0227

(0.0150) (0.0030) (0.0032) (0.0032)

QSB 0.5224 0.6345 0.6336

(0.2147) (0.2217) (0.2149)

QSC 0.0404 0.0345 0.0352

(0.0054)

r(QZ)1 20.0060 20.0229 20.0221

r(QZ2)1 0.0691 0.0680 0.0674

skewness Ob1 1.2521 1.2303 1.2314

kurtosis b2 5.9672 5.9294 5.9312

Jarque-Bera x2 5.76 54.65 53.06 53.13

p(x2) 0.056 0.0000 0.0000 0.0000

Log likelihood 237.22 246.25 246.22
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Figure 9.1. Estimates for parameter QMU for ARCH model for periods starting in 1923 and
periods ending in 2009, with 95% confidence intervals (The meaning of the lines is described in
z2.15 and z2.16)
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free, the other with QSC 5 QMU. The log likelihood for these two are very close, and the values

of the other parameters are little changed by the constraint, so, as in 1994, we prefer this model.

The log likelihood for the ARCH model is distinctly better than for the basic inflation model,

but the skewness and kurtosis are little changed. Even with an ARCH model, the residuals for

inflation are considerably fatter-tailed than normal.

9.6 Possible rounded values for practical use, based on the past experience, might now be:

QMU ¼ 0:035; QA ¼ 0:59; QSA ¼ 0:023; QSB ¼ 0:63; QSC ¼ QMU ¼ 0:035:

However, a value of QMU 5 0.025 might be preferred, as we have suggested in 2.12.

9.7 When we try to estimate the ARCH model of shorter subperiods, we often find that the

estimated value of QSB is negative. This is inconsistent, because it would produce cases in

simulations where the variance, QSD2, was negative, as could happen also if QSA were negative.

If the estimate of QSB is negative we can set it to zero, and revert to the non-ARCH model for

inflation, with QSD 5 QSA. In the graphs for subperiods, shown in Figures 9.1 to 9.4 for QMU,

QA, QSA and QSB, we show the values of the non-ARCH model for the first three parameters, and

omit the value of QSB if it has been set to zero. One can see that this happens for all subperiods

starting in 1923 and ending before 1975, and also for the subperiod starting in 1981 and ending

in 2009. However, for every subperiod starting after 1985 and ending in 2009 the estimated

value of QSB is greater than 1, so the value of QSD(t)2 would, in the long run, tend to infinity,

and the model is unstable. It is only in the periods that include the 1960s and 1970s that the

ARCH model is a useful description.
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Figure 9.2. Estimates for parameter QA for ARCH model for periods starting in 1923 and periods
ending in 2009, with 95% confidence intervals (The meaning of the lines is described in z2.15 and
z2.16)
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10. Conclusion

10.1 In this article we have re-estimated the parameters of the asset model, without altering the

structure of the model. We have also shown how the estimated values of the parameters may differ
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Figure 9.4. Estimates for parameter QSB for ARCH model for periods starting in 1923 and periods
ending in 2009, with 95% confidence intervals (The meaning of the lines is described in z2.15 and z2.16)
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Figure 9.3. Estimates for parameter QSA for ARCH model for periods starting in 1923 and periods
ending in 2009, with 95% confidence intervals (The meaning of the lines is described in z2.15 and
z2.16)
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depending on the time period chosen. In our view it is desirable to use the longest reasonable period

for estimating the parameters of a model that could be used for long-term simulation. A popular

ad hoc rule is that, if one wishes to forecast n periods ahead, one should use at least 2n periods

of past data, and actuaries may have to forecast or simulate the future of financial institutions

many years ahead. Further, in a longer period more unusual events may occur, and indeed the most

recent economic events show outliers greater than ever seen before, particularly in the relationship

between short-term and long-term interest rates. However, it is also possible that regime changes

can occur, as we believe happened during or after the first World War, when most countries,

including the UK, went ‘‘off the gold standard’’, an event which permitted much higher rates of

inflation to be possible than was the case when prices were restrained by the physical quantity

of gold available. We cannot tell whether the relatively calm period of inflation over the past

fifteen or so years reflects a real regime change, or just a period of calm before another storm.

10.2 Our investigations have also shown that the residuals of many of the series are much fatter-

tailed than one would expect if they were genuinely normally distributed. This applies to the

residuals for inflation (with or without an ARCH model), wages (with WW1 1 WW2 5 1),

long-term interest rates, short-term interest rates (if we do not treat 2009 as exceptional) and

index-linked yields (modelling the logged values). On the other hand, the residuals for wages (with

WW2 free), dividend yields, share dividends, short-term interest rates (if we treat 2009 as

exceptional), and index-linked yields (modelling the unlogged values) could be assumed to be normal.

We intend to investigate possible models for the distribution of residuals in a later article in this series.

10.3 We hope also to investigate certain alternative models, including for example a model for

shares that includes share earnings as well as share dividends, and an alternative model for exchange

rates (which we have not considered at all in this article).

10.4 Besides the stochastic uncertainty built into the model by the random innovations there is

also uncertainty from the uncertain estimation of the values of the parameters. We also intend to

show how this can be allowed for. Watch this space!
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